Three-dimensional periodic complex structures in soft matter: investigation using scattering methods
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Three-dimensional periodic complex structures are encountered in various soft matter systems such as liquid crystals, block-copolymer phases and the related nano-structured materials. Here, we review several well-defined topologies: two-dimensional hexagonal phase, three-dimensional packing of spheres, tetrahedral close packing (tcp) bi-continuous and tri-continuous cubic phases. We illustrate how small-angle X-ray scattering experiments help us to investigate these different structures and introduce the main available structural models based on both direct and inverse methods.
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1. INTRODUCTION

Three-dimensional periodic complex fluids with different architectures can form based on the nano-segregation between two incompatible components at the molecular level. Since the 1970s, many soft matter systems have shown this phenomenon in liquid-crystalline (LC) phases, including thermotropic molecules, surfactants, block-copolymers and lipids. Nowadays, thanks to the development over the last 15 years of the synthesis of nano-structured materials using surfactants as structure-directing agents, the same architectures are encountered in hybrid materials and porous materials. In this area, many application fields are in development such as porous media in catalysis, nano-molds to synthesize nanoparticles of controlled size or biomaterials for drug delivery or bone tissue regeneration. These structures have therefore generated considerable interest in the soft matter and the materials fields.

Small-angle scattering (SAS) is a widespread technique to investigate these structures and it has been essential to elucidate new phases. In contrast with atomic or molecular crystals, the basic units are supramolecular aggregates of a few nanometres. We first introduce here the basic methods and specificities with SAS dealing with mesophases and nano-structured materials. After that we give an overview of the available structural models, with a special emphasis on the use of intensity measurements. The different phases discussed in this paper are given in table 1: two-dimensional hexagonal phase, three-dimensional packing of spheres, tetrahedral close packing (tcp), bi-continuous and tri-continuous cubic phases. This list corresponds to all the three-dimensional phases found experimentally for which the driving force is the segregation between two incompatible molecular blocks. The case of the lamellar/smectic phase is not included here because stacking of layers corresponds to a quasi-one dimensional long-range order, and this implies a different structural approach. In the same way, mesophases based on orientational order (nematic phases, blue phases . . . ) or a combination of orientational and positional order (smectic blue phases, smectic Q phases . . . ) are out of the scope of this paper, as we focus here on the case of structures exhibiting only long-range positional order.

2. MEASUREMENTS WITH SMALL-ANGLE SCATTERING

SAS is a well-known method to investigate structural properties in many soft matter systems, using either X-rays (SAXS) or neutrons (SANS) at length scales ranging from 1 to 100 nm. Dealing with periodic structures, the main feature in SAS is the presence of several Bragg peaks, because of long-range order organization at the nano-scale, as illustrated in figure 1. These Bragg peaks do not come from the crystalline arrangements of atoms as in usual crystallography, but reveal a periodicity inside matter at a molecular level between supra-molecular entities. Usually, only a very small number (typically 10 of them or less) of Bragg reflections are recorded. From their positions in reciprocal space, one can deduce the unit cell dimensions, its symmetry elements and the space group. For each phase, the list of the observed reflections is given in table 1. The space-group identification step is quite straightforward, but, when only a small number of Bragg peaks are observed, the choice of space-group is often based on additional hypothesis and when different space-groups are possible, the space-group with the highest
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Table 1. List of the different three-dimensional phases discussed in this paper. For each of them, the space-group and the sequence of the Bragg reflections are provided [1]. For each Bragg reflection, the Miller indices are given with the value of $s^2$ and the multiplicity $m$ inside brackets. Depending on the symmetry of the phase, notations are as follows: three-dimensional cubic: $hkI (s^2 = h^2 + k^2 + l^2, m)$; three-dimensional hexagonal: $hkI (s^2 = (4/3)(h^2 + k^2 + hk) + (1/R^2), m)$ with $R = c/a \approx (8/3)^{1/2}$; two-dimensional hexagonal: $hkI (s^2 = h^2 + k^2 + (1/R^2), m)$ with $R = c/a$. Miller indices are written in bold script when they correspond to a usually strong Bragg reflection.

<table>
<thead>
<tr>
<th>type</th>
<th>space-group</th>
<th>Bragg reflections</th>
<th>references</th>
</tr>
</thead>
<tbody>
<tr>
<td>three-dimensional micellar sphere packing</td>
<td>Im$\bar{3}$m (bcc)</td>
<td>$11\bar{0}$ (2, 12), 200 (4, 6), 211 (6, 24), 220 (8, 12), 310 (10, 24), 222 (12, 8), 321 (14, 48), 400 (16, 6) ...</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>Pm$\bar{3}$m (fmc)</td>
<td>$11\bar{1}$ (3, 8), 200 (4, 6), 220 (8, 12), 311 (11, 24), 222 (12, 8), 400 (16, 6), 331 (19, 24), 420 (20, 24), 432 (24, 24), 541 (27, 24), 333 (27, 8), 440 (32, 12), ...</td>
<td>[2]</td>
</tr>
<tr>
<td>three-dimensional micellar (tcp) tetrahedral close packing</td>
<td>P6$_3$/mmc (hcp)</td>
<td>$10\bar{0}$ (2, 12), 200 (4, 6), 210 (5, 24), 211 (6, 24), 220 (8, 12), 310 (10, 24), 222 (12, 8), 320 (13, 24), 321 (14, 48), 400 (16, 6) ...</td>
<td>[3]</td>
</tr>
<tr>
<td></td>
<td>Fd$\bar{3}$m</td>
<td>$11\bar{1}$ (3, 8), 220 (8, 12), 311 (11, 24), 222 (12, 8), 400 (16, 6), 331 (19, 24), 422 (24, 24), 541 (27, 24), 333 (27, 8), 440 (32, 12) ...</td>
<td>[4]</td>
</tr>
<tr>
<td></td>
<td>P4$_1$/mm</td>
<td>$31\bar{1}$ (10 + 1/R$^2$, 16), 002 (4/R$^2$, 2), 112 (2 + 2/R$^2$, 8), 410 (17, 8), 330 (18, 4), 202 (4 + 4/R$^2$, 8), 212 (5 + 4/R$^2$, 16), 411 (17 + 1/R$^2$, 16), 331 (19 + 1/R$^2$, 8), 222 (8 + 4/R$^2$, 8), 312 (10 + 4/R$^2$, 16) ...</td>
<td>[5,6]</td>
</tr>
<tr>
<td>two-dimensional hexagonal</td>
<td>P6/mm</td>
<td>$1\bar{0}$ (1, 6), 11 (3, 6), 20 (4, 6), 21 (7, 12), 30 (9, 6), 22 (12, 6), 31 (13, 12) ...</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td>Ia$\bar{3}$d (G-surface)</td>
<td>$21\bar{1}$ (6, 24), 220 (8, 12), 321 (14, 48), 400 (16, 6), 420 (20, 24), 332 (22, 24), 422 (24, 24), 431 (26, 48), 521 (30, 48), 440 (32, 12) ...</td>
<td>[8]</td>
</tr>
<tr>
<td></td>
<td>Pn$\bar{3}$m (D-surface)</td>
<td>$11\bar{0}$ (2, 12), 111 (3, 8), 200 (4, 6), 211 (6, 24), 220 (8, 12), 221 (9, 24), 310 (10, 24), 311 (11, 24) ...</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>Im$\bar{3}$m (P-surface)</td>
<td>$11\bar{0}$ (2, 12), 200 (4, 6), 211 (6, 24), 220 (8, 12), 310 (10, 24), 222 (12, 8), 321 (14, 48), 400 (16, 6), 330 (18, 12), 420 (20, 24), 332 (22, 24), 422 (24, 24) ...</td>
<td>[10]</td>
</tr>
<tr>
<td>tri-continuous cubic</td>
<td>Im$\bar{3}$m</td>
<td>$11\bar{0}$ (2, 12), 200 (4, 6), 211 (6, 24), 220 (8, 12), 310 (10, 24), 222 (12, 8), 321 (14, 48), 400 (16, 6), 411 (18, 24), 330 (18, 12), 420 (20, 24), 332 (22, 24), 422 (24, 24) ...</td>
<td>[11]</td>
</tr>
</tbody>
</table>

symmetry is chosen. For example, for cubic phases, one always assumes that the point group is m$\bar{3}$m, and this corresponds to the presence of an inversion centre and mirrors perpendicular to the fourfold and twofold axis. However, the knowledge of the space-group is not sufficient for structure identification. For example, in table 1, three different phases have the same space-group Im$\bar{3}$m the bcc phase, the P-surface bi-continuous cubic phase and the tri-continuous cubic phase. In order to distinguish between these three structures, one has to take into account not only the positions but also the intensities of the Bragg peaks. Therefore, this paper focuses on the elaboration of structural models based on these intensities. Indeed, because the dimensions of the basic structural units (the supra-molecular entities) are comparable to the size of the unit cell, their molecular form factor gives rise to strong modulations of the Bragg peak intensities. First, we discuss how to take Bragg peak intensity measurements with SAS experiments. We detail how the usual expressions of the scattered intensity from standard crystallography using discrete atomic coordinates are modified in the case of SAS. In that case, we are able to derive the expressions of the scattered intensity in absolute scale, including all the pre-factors. As SASX is much more suitable than SANS to measure Bragg peaks with a good resolution, we will give the intensity expressions only in the case of X-rays.

We start from the general expression of the scattered intensity for SASX in absolute scale$^3$ defined as

$$I(q) = \frac{r_e^2}{V_{tot}} \langle |A(q)|^2 \rangle$$

with

$$A(q) = \int_{V_{tot}} \rho(r) e^{-iq\cdot r} dr$$

where $r_e = 2.81794 \times 10^{-15} \text{ m}$ is the classical radius of the electron, $V_{tot}$ is the sample volume illuminated by the X-ray beam and $q$ is the scattering vector in the reciprocal-space. The modulus of the scattering vector is $q = 4\sin(\theta)/\lambda$, where $2\theta$ is the scattering angle and $\lambda$ is the wavelength of X-rays. In an SASX

$^3$The intensity $I(q)$ in absolute scale is in units of the inverse of a length $[L^{-1}]$ usually expressed in $\text{cm}^{-1}$ or $\text{mm}^{-1}$. Experimentally, intensity measurements in absolute scale are made using a calibration sample. For SASX, one can use the constant intensity contribution of water equal to 0.016 cm$^{-1}$. For SANS, the constant incoherent scattering signal from a 1 mm thick water (H$_2$O) sample is a widespread standard. In addition, corrections by the transmission of the sample and by the background contribution have to be done using standard procedures.
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measurement, the fundamental quantity derived is the Fourier transform $A(q)$ of the electron density $\rho(r)$, the number of electrons per unit volume. Using the electron density, matter is described at the nano-scale as a continuous medium, and the scattered intensity reflects the spatial repartition of high- and low-electron density regions. Note that one can either define for SAXS a continuous medium, and the scattered intensity reflects the number of electrons per unit volume. Using the electron density $\rho(r)$, the following expression can be shown writing with respect to a constant electron density level contribute to the measured intensity. This can be shown writing $\rho(r) = \rho_0 + \Delta\rho(r)$, where $\rho_0$ is a constant, such as the solvent electron density for a colloidal or micellar solution, or the average electron density for a periodic structure.

$$A(q) = \int_{V_{\text{tot}}} \rho(r)e^{-iq \cdot r} \, dr$$

$$= \int_{V_{\text{tot}}} \Delta\rho(r)e^{-iq \cdot r} \, dr + \rho_0 \int_{V_{\text{tot}}} e^{-iq \cdot r} \, dr$$

$$\approx \int_{V_{\text{tot}}} \Delta\rho(r)e^{-iq \cdot r} \, dr. \quad (2.2)$$

Because the total sample volume $V_{\text{tot}}$ is always assumed to be macroscopic, the second integral over $V_{\text{tot}}$ can be neglected in $A(q)$, as it contributes only for very small scattering vector moduli that are not accessible experimentally.

For SAS, the scattering angles are small (less than typically $5^\circ$) and $\cos \theta \approx 1$. As in standard crystallography, intensity is recorded in reciprocal space only for scattering vectors $q$ located on the Ewald sphere. The intersection with the Ewald sphere gives rise to a geometrical correction (Lorentz factor) in the measured intensities that depends on the scattering angle. However, because $\cos \theta \approx 1$, the Lorentz factor can be neglected in the intensity expressions. Similarly, the polarization factor is equal to one for SAS.

For a three-dimensional periodic structure, the electron density $\rho(r)$ is a three-dimensional periodic function, and the amplitude can be factorized as follows:

$$A(q) = \left( \int_{V_C} \rho(r)e^{-iq \cdot r} \, dr \right) \sum_{i=1}^{N} e^{-iqa_i}$$

$$= F(q) \sum_{i=1}^{N} e^{-iqa_i}$$

$$= F(q) \left( \sum_{n=1}^{N-1} e^{-inqa} \right) \left( \sum_{n=1}^{N-1} e^{-inqb} \right) \left( \sum_{n=1}^{N-1} e^{-inc} \right) \quad (2.3)$$

with

$$F(q) = \int_{V_C} \rho(r)e^{-iq \cdot r} \, dr, \quad (2.4)$$

where $V_C$ is the volume of the unit cell defined by the basis vectors $(a,b,c)$, $N = N_aN_bN_c$ is the total number of unit cells and $\{R_i\}$ are the lattice vectors $R_i = ma + nb + nc$.
n \mathbf{b} + p \mathbf{c}$. Like in crystallography, we can introduce the Laue function
\[
\mathbf{L}(x, N) = \left( \frac{\sin(Nx)}{\sin(x)} \right)^2 \text{ in } A(q): \]
\[
|A(q)|^2 = |F(q)|^2 \mathbf{L} \left( \frac{q \cdot \mathbf{a}}{2}, N_a \right) \mathbf{L} \left( \frac{q \cdot \mathbf{b}}{2}, N_b \right) \mathbf{L} \left( \frac{q \cdot \mathbf{c}}{2}, N_c \right).
\]
(2.5)

For a perfectly ordered structure, all unit cells are identical and the electron density corresponds to the average structure inside the unit cell ($\langle |F(q)|^2 \rangle$). However, with a space that is linked to the shape of the crystal as illustrated in figure 1 and
\[
\mathbf{S}(q) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)}
\]
\[
= \frac{1}{N} \mathbf{L} \left( \frac{q \cdot \mathbf{a}}{2}, N_a \right) \mathbf{L} \left( \frac{q \cdot \mathbf{b}}{2}, N_b \right) \mathbf{L} \left( \frac{q \cdot \mathbf{c}}{2}, N_c \right).
\]
(2.7)

For a large number of unit cells (macroscopic crystal), the three integers $N_a$, $N_b$, and $N_c$ are large, and the intensity is concentrated inside Bragg peaks located at the nodes of the reciprocal lattice: $q_{\mathbf{hkl}} = 2\pi(h\mathbf{a}^* + k\mathbf{b}^* + \ell\mathbf{c}^*)$. It is only in the ideal case of an infinite crystal that the Bragg peaks reduce to points in the reciprocal space. For a crystal of finite size, the Bragg peaks are extended to a small volume in the reciprocal space that is linked to the shape of the crystal as described by the Laue functions [10]. However, with a standard resolution of an SAS experiment, this effect may be detectable only for very small crystals (typically less than 0.1–0.3 μm). The most usual situation is that the crystals are large enough so that the measured extension of the Bragg peaks is fixed by the experimental resolution and not by the size of the crystals. Then, the relevant quantity to introduce is the integrated intensity of a Bragg peak in reciprocal space. Its expression can be obtained by integrating the expression with the Laue functions for each Bragg peak within a small reciprocal volume $V_{\mathbf{hkl}}$, around it. For a single crystal, this integrated intensity $I_{\text{int single}}(q_{\mathbf{hkl}})$ is well approximated by
\[
I_{\text{int single}}(q_{\mathbf{hkl}}) = \frac{r_{\mathbf{hkl}}^2}{V_{\mathbf{hkl}}} \int |A(q_{\mathbf{hkl}} + q)|^2 dq
\]
\[
\cong \frac{N}{V_{\mathbf{tot}}} r_{\mathbf{hkl}}^2 |F_{\mathbf{hkl}}|^2 \left( \frac{2\pi}{\mathbf{V}_{\mathbf{c}}} \right)^3.
\]
(2.8)

with
\[
F_{\mathbf{hkl}} = \int_{\mathbf{V}_{\mathbf{c}}} \rho(\mathbf{r}) e^{-i\mathbf{q}_{\mathbf{hkl}} \cdot \mathbf{r}} d\mathbf{r}.
\]
(2.9)

For a fixed position of a single crystal, the intersection with the Ewald sphere gives rise to asymmetric patterns on a two-dimensional detector. This is because, even if the scattering angles are small, Bragg peaks at $q_{\mathbf{hkl}}$ and $-q_{\mathbf{hkl}}$ are not simultaneously in reflection position on the Ewald sphere. Then, for a single crystal, one needs to rotate the sample in order to collect the integrated intensity of the Bragg peaks. For example, in figure 1a, the two-dimensional scattering pattern was recorded when applying to the sample oscillations of a few degrees in amplitude around the vertical axis, to allow the different Bragg peaks to cross the Ewald sphere. The rotation of the sample has then to be taken into account for intensity measurements.

Reliable measurements of the integrated intensity are easier to obtain with a sample in a powder configuration rather than with a single crystal. Typical experimental data for both situations are given in figure 1 for comparison. A powder sample is composed of a large number of independent crystals (all of macroscopic size) exhibiting all possible orientations in space with the same probability. This sample is formally described by the assembly of $M$ identical crystals of volume $V_{\mathbf{tot}}/M$, containing $N/M$ unit cells. Note that the contribution of a powder of $M$ crystals of $N/M$ unit cells is equal to the contribution of only one single crystal of size $N$ averaged over all orientation in space. The integration is performed in reciprocal space on a sphere of radius $q_{\mathbf{hkl}}$ as illustrated in figure 1 and the integrated powder intensity is
\[
I_{\text{int powder}}(q_{\mathbf{hkl}}) = \frac{M}{V_{\mathbf{tot}}} \frac{N}{M} r_{\mathbf{hkl}}^2 \frac{1}{4\pi q_{\mathbf{hkl}}^2} m_{\mathbf{hkl}} |F_{\mathbf{hkl}}|^2 \left( \frac{2\pi}{\mathbf{V}_{\mathbf{c}}} \right)^3
\]
\[
= \frac{N}{V_{\mathbf{tot}}} r_{\mathbf{hkl}}^2 \frac{2\pi^2}{q_{\mathbf{hkl}}^2} m_{\mathbf{hkl}} |F_{\mathbf{hkl}}|^2,
\]
(2.10)

where $m_{\mathbf{hkl}}$ is the multiplicity of the $\mathbf{hkl}$ Bragg reflection.

Again, the relevant quantity is $I_{\text{powder}}(q)$, the integrated intensity of a Bragg peak on the radially averaged intensity $I_{\text{powder}}(q)$. It may be useful to introduce peak-shaped function $L(q, q_{\mathbf{hkl}})$ to model continuously $I_{\text{powder}}(q)$ as follows:
\[
I_{\text{powder}}(q) = \frac{N}{V_{\mathbf{tot}}} \frac{r_{\mathbf{hkl}}^2}{q^2} \frac{2\pi^2}{\mathbf{V}_{\mathbf{c}}} \sum_{\mathbf{hkl}} m_{\mathbf{hkl}} |F_{\mathbf{hkl}}|^2 L(q, q_{\mathbf{hkl}}),
\]
(2.11)

where the $L(q, q_{\mathbf{hkl}})$ function is normalized as follows:
\[
\int_{q_{\mathbf{hkl}}}^{q_{\mathbf{hkl}}^+} L(q, q_{\mathbf{hkl}}) dq = 1.
\]

For a powder sample, the two corrections are the $q^{-2}$ dependence of the intensity with respect to the scattering vector and the multiplicity term.

3. DIRECT AND INVERSE METHODS

In §2, we have shown how to deduce the values of the Fourier coefficients $F_{\mathbf{hkl}}$ of the electron density $\rho(\mathbf{r})$ from experimental measurements of the Bragg peak

\[\text{For an oscillating single crystal (amplitude } \Delta \alpha \text{ along a rotation axis } Z', \text{ the integrated intensity measured for an individual Bragg peak } q_{\mathbf{hkl}} \text{ is divided by } \Delta \alpha |q_{\mathbf{hkl}}|^2, \text{ where } |q_{\mathbf{hkl}}|^2 \text{ is the component of } q_{\mathbf{hkl}} \text{ perpendicular to } Z'Z. \text{ Note that Bragg peaks located along the rotation axis } Z'Z \text{ are not measured.}\]
intensities. Once the $F_{hkl}$ values are known, there are two ways to obtain a structural model in real-space, the so-called direct and inverse methods. With the direct method approach, the structural model is built directly in real-space, and the Fourier coefficients $F_{hkl}$ are calculated from the model and compared with the experimental values. The different parameters of the model (size, contrast, disorder terms...) are adjusted by a least-squared minimization procedure to fit the experimental intensity. The main advantages of this method are: (i) to provide quantitative values of the parameters to describe the structural model, (ii) to be able to model the whole intensity curve (not only the Bragg peaks integrated intensities), and (iii) to introduce disorder terms in the description of the structure. The main drawbacks of a direct method are that a structural model has to be built already as a starting point, and that it may happen that several different models can fit well the same experimental data. Inverse methods consist of the reconstruction of the electron density function, using an inverse Fourier transform from reciprocal space to real space. Its main advantage is to provide the global features of the structure without assuming initially any models. Dealing with periodic structures, the key point is to solve the 'phases problem', which may be complicated for a large number of Bragg peaks. As the reconstruction is based only on the integrated intensities of the Bragg peaks, it provides a periodic average structure but includes no disorder terms. The electron density maps are obtained with a finite spatial resolution, fixed by the accessible $q$-range and it is then more difficult to derive quantitatively the sizes of the structural units when compared with the direct methods. Before giving several examples of structure determination using both methods, we will describe the reconstruction of the electron density (§3.1) and the introduction of disorder contributions (§3.2).

### 3.1. Reconstruction of the electron density

The reconstruction of the electron density is obtained by an inverse Fourier transform from reciprocal space to the direct space, using the $F_{hkl}$ values (equation (2.9)):

$$\rho(r) = \frac{1}{V_c} \sum_{hkl} F_{hkl} e^{+i \varphi_{hkl}} r = \frac{1}{V_c} \sum_{hkl} F_{hkl} e^{i2\pi(hx + ky + lz)}.$$  

(3.1)

Experimentally, only $|F_{hkl}|^2$ is measured for $hkl$ values different from 000. The fact that only the modulus of a $F_{hkl}$ coefficient is measured is known at the 'phases problem' in crystallography and the $F_{hkl}$ coefficients are a priori complex numbers of unknown phase $\varphi_{hkl}$:

$$\rho(r) = \frac{1}{V_c} \sum_{hkl} F_{hkl} e^{+i \varphi_{hkl}} r = \frac{1}{V_c} \sum_{hkl} |F_{hkl}| e^{i2\pi(hx + ky + lz)}.$$  

(3.2)

For the structures we are interested in, it happens that they all contain an inversion centre and the space-group is centrosymmetric. If the origin of real space is taken at this inversion centre, the $F_{hkl}$ coefficients are real and a phase $\varphi_{hkl}$ can take only two discrete values, $\varphi_{hkl} = 0$ or $\pm \pi$.

$$\rho(r) = \frac{F_{000}}{V_c} + \frac{1}{V_c} \sum_{hkl \neq 000} |F_{hkl}| \cos(\varphi_{hkl}) \cos(2\pi(hx + ky + lz)).$$

(3.3)

The 'phases problem' reduces to a sign determination ($\cos(\varphi_{hkl}) = \pm 1$) and it is very often possible to solve it. As the number of measured Bragg peaks is rather low, the usual method is to generate the electron density maps for all the different sign combinations. Among them, the best combination of signs is selected, which is in agreement with the independent knowledge of the structure in terms of the size of the building-blocks and the repartition of high and electron density regions. The complete sums of cosine terms for all space-groups are tabulated in the International Tables for Crystallography [1], more details are provided in and an example of reconstruction for the Ia3d space group (electronic supplementary material, figure S2) is discussed in §6.

The $F_{000}$ coefficient cannot be measured because the scattering vector $q = \mathbf{0}$ is not experimentally accessible. Consequently, as already mentioned (§2 equation (2.2)), only the relative variations of the electron density with respect to a constant electron density level can be determined. In practice, the value of the $F_{000}$ coefficient is obtained from the knowledge of the molecular composition of the sample. Either the average value $\langle \rho \rangle$ within the unit cell is taken, or the average variation $\langle \Delta \rho \rangle$ referring to a constant density level $\rho_0$ (for instance the solvent electron density for a colloidal suspension). In this latter case, the $F_{hkl}$ coefficients are relative to the Fourier transform of $\Delta \rho(r)$:

$$\rho(r) = \langle \rho \rangle + \frac{1}{V_c} \sum_{hkl \neq 000} |F_{hkl}| \cos(\varphi_{hkl}) \cos(2\pi(hx + ky + lz))$$

(3.4)

or

$$\rho(r) = \rho_0 + \langle \Delta \rho \rangle + \frac{1}{V_c} \sum_{hkl \neq 000} |F_{hkl}| \cos(\varphi_{hkl}) \cos(2\pi(hx + ky + lz)).$$

In the case of a two-dimensional hexagonal phase, the lattice is two-dimensional and equation (5.3) has to be used instead.

---

3Note that the sum is performed over all the permutations and signs for each $hkl$ set (containing $m$ terms, where $m$ is the multiplicity) and that the $F_{hkl}$, $F_{hkl}$, $F_{-hkl}$... are not always equal and may be related by an extra sign depending on the space group and its symmetry elements. For example, because of the sliding mirrors, $F_{hkl} = (-1)^{h+k+l} F_{hkl}$ for the space group $P6_3/m$, and $F_{hkl} = (-1)^{h+k} F_{hkl}$ and $F_{hkl} = (-1)^{h+k+l}/2 F_{hkl}$ for the space group Ia3d.
3.2. Disorder contribution

It is possible to introduce some disorder contribution in a structural model based on direct methods. The nature of the disorder can be a displacement disorder over the lattice nodes (modelled by a Debye–Waller contribution), or a substitution disorder (distribution in size or in nature of some supra-molecular units). Another origin for disorder can be the conformation of the supra-molecular aggregates themselves, like for micelles of block-copolymers with long polymeric chains, that do not exhibit a spherical symmetry [11]. In this section, we will introduce only basic general equations, to show that all types of disorder affect scattering in the same way. When disorder is included, the unit cells are not identical, and a more general expression than in equation (2.6) applies, where one assumes that the structure is on average a three-dimensional periodic arrangement:

\[ I(q) = \frac{e^2}{V_{\text{tot}}} \left\{ \sum_{i=1}^{N} \sum_{j=1}^{N} F_i(q) F_j^{*}(q)e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \right\} \]  

(3.5)

where \( F_i(q) = \int \mathcal{F}(\mathbf{r})e^{-i\mathbf{q} \cdot \mathbf{r}}d\mathbf{r} \) refers to the content of the unit cell located at position \( \mathbf{R}_i \). If one can assume that the disorder terms are not spatially correlated between two different unit cells, one can use the decoupling approximation that had been introduced in various contexts [10,12–14]

\[ I(q) \simeq \frac{e^2}{V_{\text{tot}}} \sum_{i=1}^{N} \sum_{j=1}^{N} (F_i(q)F_j^{*}(q))e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \]  

(3.6)

and the intensity reads:

\[ I(q) \simeq \frac{e^2}{V_{\text{tot}}} N [ (F(q))^2 S(q) + |(F(q))|^2 - |F(q)|^4 ] \]

\[ = \frac{e^2}{V_{\text{tot}}} N [ (F(q))^2 ] \beta(q) S(q) + 1 - \beta(q) \]

with

\[ \beta(q) = \frac{\langle |F(q)|^2 \rangle}{\langle |F(q)|^4 \rangle} \]  

(3.7)

On this expression, one recovers the main important general result that the influence of disorder is twofold [10]. It gives rise to diffuse scattering in between the Bragg peaks (term \( 1 - \beta(q) \)) and accordingly the intensities of the Bragg peaks are decreased by a factor \( \beta(q) \).

In the case of a displacement disorder over the lattice nodes, the factor \( \beta(q) \) is decreasing following an exponential law known as the Debye-Waller term:

\[ \beta(q) = e^{-\langle \mathbf{u}^2 \rangle q^2}, \]  

(3.8)

where \( \langle \mathbf{u}^2 \rangle \) is the mean square amplitude of the displacement in the \( q \) vector direction. This expression can be simplified by assuming that the distribution is isotropic [10]. Then \( \beta(q) = e^{-\langle \mathbf{u}^2 \rangle q^2 / 3} \) for a three-dimensional lattice, and \( \beta(q) = e^{-\langle \mathbf{u}^2 \rangle q^2 / 2} \) for a two-dimensional lattice (like a two-dimensional hexagonal phase), where \( \langle \mathbf{u}^2 \rangle \) is the isotropic mean square amplitude of the displacement. Note that for bi-continuous cubic phases, expressions including the \( q \) vector direction dependence are available [15]. The values of \( \langle \mathbf{u}^2 \rangle \) have to be small and more precisely, by analogy with solid state theory, one can apply the Lindemann criterion for the melting of a solid, for which melting arises when \( \langle \mathbf{u}^2 \rangle / d \approx 0.1 - 0.2 \), where \( d \) is the typical interatomic distance [16]. For a mesophase, \( d \) can be replaced by the typical distance between particles.

4. SPHERES PACKING AND TCP PACKING

Several mesophases consist of a three-dimensional packing of spherical-like particles. These particles display various natures such as LC dendrimers, micelles of surfactant molecules, micelles of block-copolymers and solid nanoparticles with organic chains grafted on their surface. The different, observed three-dimensional packings can be classified into two categories: spherical packing (bcc, fcc and hcp; figure 2 and table 1) and tcp (figure 3 and table 1). In the first category, all the particles are identical and have a spherical symmetry. In contrast, in a tcp packing, the particles are not all identical in the packing. They are located on lattice points with different symmetry (\( Z = 12, 14, 15, 16 \) nearest neighbours; figure 3) and are able to deform into spherical shapes because of their soft nature. Very often, one particular system can exhibit several of these packings upon concentration or temperature—for example, non-ionic surfactants in water [2,17,18] or dendrimers [3]. The global understanding of this behaviour is
also be thermodynamically stable. As the bcc packing exhibits a smaller capacity of 0.68 (instead 0.74 for fcc/hcp), its occurrence may at first sight be surprising. In fact, this packing occurs in the presence of a more long-range potential in addition to the hard-sphere potential [26–28]. A physical interpretation has been proposed by Kamien & Ziherl [29] in the case of dendrimers in terms of an additional repulsive potential driven by the conformational entropy of the chains located at the surface of the particles. This interpretation is, in fact, quite general and can be extended for many kind of particles where long enough chains are present on their surface. For example, for block-copolymer micelles with a shell made of EO chains, fcc packing is formed for short EO chains and bcc for longer ones [27].

For SAS, the fcc, hcp and bcc packings give rise to a simple expression for the $F_{\text{hid}}$ coefficients (equation (2.9)), assuming that all particles are identical and have a spherical symmetry [14]:

$$F_{\text{hid}} = \Delta p F_{S}(q) f_{\text{hid}},$$

(4.1)

where $F_{S}(q)$ is the form factor of a particle with a spherical symmetry and any density profile (sphere, core/shell ...) and $\Delta p$ is a contrast term. $f_{\text{hid}} = \sum e^{-i\mathbf{q} \cdot \mathbf{r}_{n}}$ is the structure factor inside the unit cell that depends on the lattice.\(^{4}\) For sphere packing, both direct and inverse methods can be easily applied, and models with disorder terms are available [14]. In the case of hcp, a comparison of both methods confirmed the spherical shape of the micelles in this packing [23].

The tcp packings constitute a fascinating family of structures. In mesophases, thanks essentially to SAS experiments combined with reconstruction methods, three of them have been discovered so far (figure 3): the $Pm\bar{3}n$, $Fd\bar{3}m$ and $P4_{1}/mmn$. Based on the interaction potential between the particles and on the crystallization phenomena. The occurrence of fcc or hcp packing is related to the crystallization of spheres interacting via a hard-sphere potential and to the famous Kepler’s conjecture in 1611. As recalled in figure 2, both structures consist of the dense packing of spheres with 12 nearest neighbours ($Z = 12$), and they have the same compacity of 0.74, but differ only in the packing sequence, ABC for fcc and AB for hcp. The Kepler’s conjecture claims that both the fcc and hcp packings exhibit the largest possible compacity for the packing of identical spheres in three dimensions [19]. Surprisingly, a first proof of this conjecture has been given only very recently by the mathematician Thomas C. Hales, and is still nowadays under verification using extensive numerical calculations [20]. Recent numerical simulations using a hard-sphere potential find a very small entropy difference ($10^{-3} k_{B}$ per sphere) in favour of the fcc packing versus the hcp one [21,22]. However, there are several observations of the hcp packing in soft matter systems [23,24] and in mesoporous materials [25], indicating that it could 

Figure 3. Tcp packing. (a) local tetrahedral close packing configuration. (b) the different sites $Z = 12$ (blue), $Z = 14$ (red), $Z = 15$ (green) and $Z = 16$ (yellow). (c) The three phases observed experimentally in soft matter systems: $Pm\bar{3}n$, $Fd\bar{3}m$ and $P4_{1}/mmn$.

\(^{4}\)For $f_{\text{hid}} = 1 + \frac{1}{2}e^{-2\pi r_{c}^{2}/3}$ for a fcc lattice, $f_{\text{hid}} = 1 + \frac{1}{2}e^{-2\pi r_{c}^{2}/3} + \frac{1}{2}e^{-2\pi r_{c}^{2}/3}$ for a hcp lattice and $f_{\text{hid}} = e^{-2\pi r_{c}^{2}/3}$ for an hcp lattice [2]. Values are given for example in Förster et al. [14].
the total area of the cells. Indeed, the minimization of the area corresponds locally to the Plateau’s laws (1873) for soap films with a tetrahedral symmetry of the junctions of the films as depicted in figure 3. The minimization of this area is equivalent to the maximization of the density for spheres packing. Weiare & Phelan [35] have shown that the Pm3n phase (with two types of cells) is a better solution to the Kelvin’s problem than the packing of Kelvin’s polyhedra [36]. For mesophases, Zihler & Kamien [29,37] gave a physical interpretation of the minimisation of the total area in the Pm3n phase by the maximization of the entropy of the chains located at the surface of the super-molecular units. They were also able to compare the relative stability of the bcc, fcc and Pm3n phases, using the combination of an hard-sphere potential with a repulsive soft shoulder potential [37].

In the case of soft deformable particles, their shape and size happen to modify slightly from a pure spherical symmetry depending on the site symmetry \((Z = 12, 14, 15, 16 \ldots)\). In figure 3, the sites are depicted with different colours but spherical balls are used to simplify the representation. Inverse methods with SAS allow us to directly visualize differences in the shape and sizes depending on the symmetry of the site [3,30]. These methods are more suited to describe tcp packings than direct methods, which are in fact less used in this situation. This is because the form factor of each particle in the unit cell is different depending on its position, and cannot be factorized like in the case of spheres packing as shown in equation (4.1). For the Fd3m structure, there is a significant difference in the size of the two types of sites \((Z = 12 \text{ and } Z = 16)\) that are both almost spherical [4,30]. In the Pm3n structure (coexistence of \(Z = 12 \text{ and } Z = 14\)), the \(Z = 14\) sites adopt slightly elongated shapes as discussed in detail in Balagurusamy et al. [3]. In porous materials with a \(Pm\ 3n\) structure, the main cavities have two different sizes [38]. Moreover, additional pores may form between adjacent cavities and the whole structure can be described based on a new Infinite Periodic Minimal Surface (IPMS) by applying again a global criterion of aera minimization [39]. The \(P4_32_12/mnm\) structure contains 30 particles per unit cell \((Z = 12, Z = 14 \text{ and } Z = 15)\), and the reconstructions evidence spheroidal shapes for all of them, with small deformations from spherical symmetry [5,6]. Note that in the latter case, a characteristic feature is that the strongest Bragg reflections (table 1) have quite high Miller indices \((410,\ 330,\ 202,\ 212 \ldots)\) because of the large number (30) of particles in the unit cell. From the analogy with the Franck and Kasper phases, other tcp phases are still to be discovered in soft matter systems and mesoporous materials [40]. In this sense, there is also a structural link between tcp phases and the quasi-crystalline phases recently discovered in thermotropic dendrimers [5,33].

5. TWO-DIMENSIONAL HEXAGONAL PHASE
Two-dimensional hexagonal phases are very common in soft matter systems and nano-structured materials. For porous nano-structured materials, it has been shown that Bragg peaks intensity measurements with SAS are very useful to determine their pore size [41]. For this phase, the expressions of the intensity given in §2 have to be slightly modified because the lattice has two dimensions instead of three. In the following, using a simple model, we derive these expressions by assuming that the two-dimensional order is a true long-range order, and not a quasi-two-dimensional order like in the more sophisticated para-crystal model [14].

A two-dimensional hexagonal phase consists of the two-dimensional packing of very long particles having a cylindrical symmetry. A two-dimensional hexagonal lattice (electronic supplementary material, figure S1) and the macroscopic length \(L\) along the perpendicular direction \(\hat{z}\) to the lattice describe this structure. The electron density \(\rho(r)\) is a two-dimensional periodic function in the hexagonal plane and is constant along \(\hat{z}\).

Equation (2.5), given previously in the three-dimensional case, changes in the following way:

\[
|A(q)|^2 = L^2 \left( \frac{\sin((q \cdot L/2))}{q \cdot L/2} \right)^2 F(q_p)^2 \times L \left( \frac{q_p \cdot a}{2}, N_o \right) L \left( \frac{q_p \cdot b}{2}, N_o \right),
\]

where \(V_C = S_C L\) is the unit cell volume, \(S_C\) is the area of the two-dimensional unit cell defined by the basis vectors \((a, b), N = N_p N_s\) is the total number of two-dimensional unit cells and \(r = r_p + \mathbf{e}_c, q = q_p + q_e, \)

\[
F(q_p) = \int_{S_C} \rho(r_p) e^{-i q_p \cdot r_p} \, dr_p.
\]

Note that with this definition, \(F(q_p)\) has the dimension \([L^{-1}]\) but \(\rho(r)\) is still defined as the three-dimensional electron density \(([L^{-3}])\). The expression for the electron density reconstruction then reads (see equation (3.4))

\[
\rho(r) = \rho_0 + \langle \Delta \rho \rangle + \frac{1}{S_C} \sum_{hk \neq 0} F_{hk} e^{i 2 \pi (h x + k y)}.
\]

with

\[
F_{hk} = \int_{S_C} \rho(r_p) e^{-i(q_p \cdot r_p)} \, dr_p.
\]

The expressions for the intensity are derived essentially in the same way as in the three-dimensional case (equation (2.8); figure 1). The integrated intensity \(I_{\text{single}}(q_{hk})\) at a Bragg peak \(q_{hk} = 2 \pi (h a^* + k b^*)\) is performed in a three-dimensional reciprocal volume \(V_{hk} = q \cdot a^* + q \cdot b^* + q \cdot e_c\). As the length \(L\) is large, the extension of a Bragg peak along \(\hat{z}\) is small. The integration gives

\[
I_{\text{single}}(q_{hk}) = \int_{V_{hk}} |A(q_{hk} + q)|^2 \, dq
= \frac{N}{V_{\text{tot}}} \frac{r_p^2}{S_C} |F_{hk}|^2 (2 \pi)^3 \frac{L}{S_C}.
\]
For a powder sample, equations (2.10) and (2.11)) becomes

\[ I_{\text{powder}}(q_{hk}) = \frac{N}{V_{\text{tot}}} e^{-2\pi^2 L q_{hk}^2 m_{hk}} |F_{hk}|^2 L \frac{L}{\pi} \]

and

\[ I_{\text{powder}}(q) = \frac{N}{V_{\text{tot}}} e^{-2\pi^2 L q^2 m_{hk}} |F_{hk}|^2 L \frac{L}{\pi} \sum_{hk} m_{hk} L(q, q_{hk}). \]

where \( m_{hk} \) is the multiplicity of the \( hk \) Bragg reflection.

Like in the three-dimensional case, a \( q^{-2} \) dependence applies for a powder sample. This behaviour can be derived in a slightly different way [14,42–44] as the product of a \( q^{-1} \) contribution in the hexagonal plane (orientation average of the two-dimensional lattice) and a \( q^{-1} \) dependence of a form factor along \( z \). Assuming that the particles packed on the two-dimensional lattice have a cylindrical symmetry, one can introduce their cross section form factor \( F_{\text{CS}}(q) \), in a similar way as for sphere packing (equation (4.1)):

\[ F(q_{e}) = \Delta \rho \int_{\text{disk}} e^{-i q_{e} r} d\mathbf{r} = \Delta \rho \left( \pi R^2 \right) \frac{2J_1(qR)}{qR} = \Delta \rho F_{\text{CS}}(q) \]

and

\[ I_{\text{powder}}(q) = \frac{N}{V_{\text{tot}}} e^{-2\pi^2 L q^2 m_{hk}} |F_{hk}|^2 L \frac{L}{\pi} \sum_{hk} m_{hk} L(q, q_{hk}). \]

Similar to spheres packing, both direct and inverse methods are available for two-dimensional hexagonal phases. Contribution of disorder [14,42,43] can also be included as introduced in §3.2. In figure 4, a comparison of both methods is given in the case of the formation of a two-dimensional hexagonal hybrid material (SBA-15). On the basis of the Bragg peaks evolution upon time (figure 4a), the variations of the electron density are modelled either by a core/shell form factor [43,45] or by performing a two-dimensional electron density reconstruction [46]. The time-resolved formation of a dense silica wall in-between the cylindrical micelles is evidenced with both methods.

6. BI-CONTINUOUS AND TRI-CONTINUOUS PHASES

In bi-continuous (figure 5) and tri-continuous cubic (figure 6) phases, the structural units are not individual particles (such as spheres or cylindrical particles) but continuous three-dimensional periodic interfaces and their description require the use of the crystallography of surfaces [34]. To our knowledge, only three different bi-continuous phases has been observed. Their spacegroups are (Ia3d, Pn3m, Im3m; table 1), corresponding respectively to the three Infinite Periodic Minimal Surfaces (IPMS) G, D and P surfaces. Only one tri-continuous phase [8] of space-group Im3m has been discovered. We can underline here again that the knowledge of the space-group is not sufficient for the structure identification, as the space-group Im3m corresponds to three different mesophases (table 1): bcc sphere packing,

P-surface bi-continuous cubic phase and the tri-continuous cubic phase. In the latter case, a characteristic feature is that the strongest Bragg reflections are the 321 and 400, indicating that many different structural units are present in the unit cell.

6.1. Bi-continuous Ia3d

Since the pioneer work by Luzzati & Specg [7] who discovered this type of structure in the case of the Ia3d space-group about 40 years ago, inverse as well as direct methods have been developed based on the use of the Bragg peaks intensities. We will focus here only on this space-group although similar expressions for SAS can be derived for the two others bi-continuous phases (D and P surfaces).

The main feature in the case of the Ia3d space-group is that it gives rise to two strong Bragg reflections, the 211 and the 220 (figure 1 and table 1). Performing an electron density reconstruction based only on the two terms \( F_{211} \),
and $F_{F220}$ reproduces well the bi-continuous structure, as shown in electronic supplementary material, figure S2. This is a good illustration of the efficiency of inverse methods to elucidate new structures. Further refinement of the structure can be done by including the other measured Bragg reflections. To solve the phase problem, comparison with electron microscopy images were used for both lipid phases [30] and mesoporous materials [51,52].

The alternative way is to model completely the Bragg intensities using the structure factor of the G-surface. Another possibility is to calculate the structure factor of the two networks (rods model in figure 5), adding a cylindrical molecular form factor on each rod [7], but this method is less satisfying because it involves one more adjustable parameter, $a$, a cut-off on the rods length (figure 5). Using the G-surface model, the structure is described essentially by a film of thickness $L$ and an electron density $\rho_1$, which is centred on the G-surface and separates the two subspaces of density $\rho_0$ with an associated contrast $\Delta \rho = |\rho_1 - \rho_0|$. Starting from equation (2.9), we get

$$F_{hkl} = \int_{V_{G}} \rho(r) e^{-i q \cdot r } d r = \int_{V_{G}} \Delta \rho e^{-i q \cdot r } d r \quad (6.1)$$

and, in the limit of an infinitely thin film:

$$F_{hkl} = \Delta \rho L \int_{A_G} e^{-2i \pi (hx+ky+lz)} d S = \Delta \rho L a^2 f^G_{hkl} \quad (6.2)$$

with

$$f^G_{hkl} = \frac{1}{a^2} \int_{A_G} e^{-2i \pi (hx+ky+lz)} d S. \quad (6.3)$$

The $f^G_{hkl}$ coefficients are the structure factors of the G-surface and $A_G = 3.091 a^2$ is the area of the G-surface in the cubic unit cell. We calculated the G-surface structure factors $f^G_{hkl}$ using the exact G-surface IPMS [48] and their values are given in electronic supplementary material, table S1 along with more recent calculations [15,47]. Using the approximation of the G-surface by Von Schnering & Nesper [53] by a nodal surface of equation

$$\sin(2\pi x) \cos(2\pi y) + \sin(2\pi y) \cos(2\pi z) + \sin(2\pi z) \cos(2\pi x) = 0, \quad (6.4)$$

the calculation of the structure factors is much simplified, and the values (electronic supplementary material, table S1) are close enough to those of the G-surface to be used instead.

To take into account the thickness of the film, $L$, we introduced a simple method where the points on the G-surface are convoluted in real space by an infinitely thin spherical shell of radius $R = L/2$ (figure 5) [48]. The main advantage of this method is that the form factor of this spherical shell ($4\pi R^2 (\sin(qR)/qR)q^2$) appears simply as a product in the expression of $F_{hkl}$.
because of the spherical symmetry of the shell:

\[ F_{hkl} = n_s p_s \int_{S} e^{-i\mathbf{q} \cdot \mathbf{r}} e^{-2\pi i (\mathbf{h} \cdot \mathbf{r} + \mathbf{k} \cdot \mathbf{r} + \mathbf{l} \cdot \mathbf{r})} dS \]

\[ = n_s p_s 4\pi R^2 \sin(q_{hkl} R) q_{hkl}^{-1} a^2 f^2_{hkl}, \]

where \( n_s \) is the two-dimensional number density of the shells on the G-surface, and \( p_s \) the two-dimensional electron density on a shell. The product \( n_s \cdot p_s \) is related to the contrast \( \Delta \rho \) of the film (\( n_s A_G p_s 4\pi R^2 = \Delta \rho V_{\text{film}} \)) and \( V_{\text{film}} \) can be calculated using the Gauss–Bonnet relation (\( V_{\text{film}} = 2R A_G - (32\pi/3)R^2 \)) [48]. Taking into account the thickness \( L = 2R \), the final expression reads

\[ F_{hkl} = \Delta \rho V_{\text{film}} \sin(q_{hkl} R) A_G q_{hkl}^{-1} a^2 f^2_{hkl}, \]

where \( \Delta \rho = 2R \left( 1 - \frac{16\pi}{3} \frac{R^2}{3.091a^2} \right) \sin(q_{hkl} R) q_{hkl}^{-1} a^2 f^2_{hkl} \).

This model is valid only for sufficiently small values of \( R \) with respect to the mean curvature radius of the G-surface, typically for an \( R/a \) ratio less than 0.25 [48]. In the

6.2. Tri-continuous Im\( \bar{3} \)m

Until now, the tri-continuous Im\( \bar{3} \)m phase has been observed only with thermotropic compounds [8,9,58]. However, we believe that mesophase formation again probably results from the segregation between two molecular entities (aliphatic chains and polar cores for these thermotropic compounds) like for the previously mentioned structures. One then expects that new examples of this phase will be discovered in other systems such as lyotropic systems or nano-structured materials. For such complicated topology, the use of a reconstruction method was necessary to elucidate its structure (figure 6) [8,59]. On the basis of the three main Bragg peaks (310, 400 and 420), the reconstruction evidences three interwoven regions in the structure, proving that it is tri-continuous. A network model has been proposed to visualize these three regions, as shown in figure 6. It consists of three networks. Only two of them are identical (drawn in yellow and violet in figure 6b), as the third one (drawn in magenta in figure 6b), located in between the two identical ones, is of a different type. A slightly different model that is also based on three networks has been recently proposed, and it is still in agreement with a tri-continuous structure [60]. For this phase, the challenges remaining are: (i) a visualization based on transmission electron microscopy studies to confirm the SAS results and (ii) a deeper understanding of its structural relationships with the I\( \bar{3} \)d bi-continuous phase. Indeed, a phase transition between these two cubic phases has been observed in several thermotropic systems [8,60].

7. CONCLUSION

This paper provides a summary of the available structural models for different three-dimensional mesophases. Such complex structures all result from the packing of supra-molecular units having two incompatible molecular blocks and are encountered nowadays in various fields. For example, a recent application of these types of structures is to use them to obtain tunable optical properties, in synthetic nano-structured materials or in biological systems like butterflies wings [61]. Here, we focus on the use of SAS to establish structural models, and introduce two types of methods: the inverse and the direct ones. For sphere packing and two-dimensional hexagonal phases, structural models are easier to derive because there is a straightforward
factorization between a form factor and a structure factor in the SAS intensity expression. Then, more elaborated models including disorder terms may be even used for these phases. To investigate tcp packings, inverse methods are preferred because the particles in the unit cell have different form factors. For bicontinuous cubic phases, both methods are available in order to incorporate the film thickness but direct methods are better suited. We propose a simple model based on the convolution in the direct space of the IPMS by a spherical shell that leads to a factorization of its form factor in reciprocal space.

In the near future, two main developments are expected in the structural analysis of mesophases. The first is to include disorder terms of different kinds in the structural models. For example, there is a need to develop models for substitution disorder between different types of particles dealing with more and more elaborated multi-component nano-structured materials. A second challenge will be to introduce quantitatively the interaction potentials between soft deformable entities and to relate them to the mesophase structures, to ultimately predict the phase diagrams. One possible approach may be to measure these interaction potentials in concentrated solutions during mesophase formation using SAS.
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