Progress and perspectives in signal transduction, actin dynamics, and movement at the cell and tissue level: lessons from *Dictyostelium*
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Movement of cells and tissues is a basic biological process that is used in development, wound repair, the immune response to bacterial invasion, tumour formation and metastasis, and the search for food and mates. While some cell movement is random, directed movement stimulated by extracellular signals is our focus here. This involves a sequence of steps in which cells first detect extracellular chemical and/or mechanical signals via membrane receptors that activate signal transduction cascades and produce intracellular signals. These intracellular signals control the motile machinery of the cell and thereby determine the spatial localization of the sites of force generation needed to produce directed motion. Understanding how force generation within cells and mechanical interactions with their surroundings, including other cells, are controlled in space and time to produce cell-level movement is a major challenge, and involves many issues that are amenable to mathematical modelling.

1. Introduction

Individual cells detect extracellular chemical signals via membrane receptors and mechanical signals via deformation of the membrane or other membrane-mediated mechanisms, and this initiates signal transduction cascades that produce intracellular signals that control movement. Our understanding of signal transduction and motor control in flagellated bacteria such as *Escherichia coli*, who move by swimming and bias their movement by control of their run lengths, is quite advanced [1] compared with our understanding of how amoeboid cells such as macrophages move through tissues. Bacteria sense spatial gradients using a temporal comparison of signals, but larger cells such as macrophages or the cellular slime mould *Dictyostelium discoideum* (Dd) detect differences across their body, and small differences in the extracellular signal over the cell are amplified into large end-to-end intracellular differences. Moreover, cells frequently adapt to the mean extracellular signal level, thereby increasing their sensitivity to signal differences [2,3]. These signals control the motile machinery of the cell and thereby determine the spatial localization of the sites of force generation needed to produce directed motion. When the extracellular signal is a diffusible molecule the process is called chemotaxis, and when the factor is attached to the substrate or extracellular matrix the process is called haptotaxis [4]. Chemotaxis controls the migration towards a source of $3',5'$-cyclic adenosine monophosphate (cAMP) in Dd, and the movement of leucocytes towards attractants released by bacteria in a tissue. Many eukaryotic cells share common mechanisms for sensing and responding to chemotactic gradients via G-protein-coupled receptors (GPCRs), and to adhesion gradients via integrins or their homologues.

The mechanical interactions of a cell with its environment are mediated by the cytoskeleton, which is a complex network of actin filaments, intermediate
filaments and microtubules, and associated motor proteins in the cytoplasm. Experimental studies have shown how actin polymerization and network contraction generated by the motor protein myosin lead to force generation within a cell, and have led to detailed maps of actin flow and myosin patterns within certain moving cells. They reveal large regional variations within a cell in the actin network density, and the levels of myosin, nucleation factors, filament binding proteins and other control species that modulate network properties.

The coordination and control of the complex processes involved in direction sensing, amplification of spatial differences in the signal, remodelling of the motile machinery and control of the interaction with the surroundings involves numerous molecules. Their spatial distribution serves to distinguish the ‘front’ from the ‘rear’ of the cell, and their temporal expression is tightly controlled. Much is known about the biochemical details of the constituent steps in signalling and force generation, and the focus is now shifting to understanding whole-cell movement. This requires a mathematical model that links molecular-level behaviour with macroscopic observations on forces exerted, cell shape and cell speed, because the large-scale mechanical effects cannot be predicted from the molecular biology of individual steps alone. What is needed are successively more complex model systems that will enable us to test the major modules in an integrated model sequentially, but how to formulate a multiscale model that integrates the microscopic steps into a macroscopic model is a significant challenge in this context.

At sufficiently high densities, as found in a tissue, cell movement is strongly influenced by that of its neighbours. Movement can involve either individual or collective, tissue-like, movement and understanding how the mode of movement is determined may lead to new therapeutic techniques to block tumour metastasis in cancer. Collective movement occurs in the streaming and slug stages of Dd, to be described later. In other cases, cells remain attached to one another, and movement involves massive, coordinated rearrangements of entire tissues, such as folding of the neural plate to form a tube [5,6]. Movement in both cases involves the same processes as for individual cells, with the addition of more-or-less tight coupling between the movement of neighbouring cells, and we refer to both cases as tissue movement.

In this review, we focus on three major groups of processes, thought of as modules, involved in cell motility: (i) signal detection, transduction and direction sensing, (ii) cytoskeletal dynamics, particularly actin dynamics, and (iii) individual and collective cell movement. Throughout we use *D. discoideum* as a model system to illustrate the component processes and their integration during cell or tissue movement. While details of various steps differ between cell types, the major signalling pathways and mechanical processes are highly conserved and thus general principles that emerge from studying Dd will have wide applicability.

1.1. Dictyostelium discoideum as a model system

The cellular slime mould *D. discoideum* is widely used as a model system for studying signal transduction, chemotaxis and cell motility. In a favourable environment the free-ranging individual amoeba feed on bacteria and divide by binary fission, but if the food supply is exhausted an elaborate developmental programme is initiated (figure 1). After a period of starvation the cells attain relay competence and can respond to an external cyclic AMP signal by synthesizing and releasing cyclic AMP. After starvation triggers the transition from the vegetative to the aggregation phase, Dd uses cAMP as a messenger for signalling by pacemaker cells to control cell movement in various stages of development [7].

At about 6 h post-starvation the cells begin aggregating in response to periodic waves of cyclic AMP initiated by randomly located pacemaker cells. The production and relay of cAMP pulses by cells that are excitable but not yet oscillatory leads to cAMP waves that propagate outward from a centre and this, coupled with chemotactic movement towards the source of cAMP, facilitates the recruitment of widely dispersed cells (figure 1). In early aggregation the cells move autonomously, but in late aggregation they form connected streams that migrate towards the aggregation centre (reviewed in [7]). At the end of aggregation the cells form a cylindrical slug or grey which may migrate on the substrate for some time. Following migration the slug forms a fruiting body, which consists of an erect stalk that supports a spherical cap containing spores. Under favourable conditions of temperature and humidity the spores are released and can germinate, and the cycle begins anew [8].

Cell motion in Dd consists of the alternating extension of pseudopods and retraction of trailing parts of the cell, but not all extensions are persistent, in that they must anchor to the substrate or to another cell, at least temporarily, in order for the remainder of the cell to follow [9]. Dd cells move relatively rapidly, and contact between the cell and a substrate is via ‘close contacts’, regions where cell surface glycoproteins bind in a non-specific manner through van der Waals forces [10]. Membrane receptors (Phg1, SadA, SibA) that are involved in substrate adhesion have been identified, but they are much less specific than their mammalian counterparts, which form focal adhesions through specific cell surface receptors called integrins.

In the absence of cAMP stimuli Dd cells extend pseudopods in random directions, probably in order to determine a favourable direction in which to move. Aggregation competent cells respond to cAMP stimuli with characteristic changes in their morphology. The first response is suppression of existing pseudopods and rounding up of the cell (the ‘cringe response’), which occurs within about 20 s and lasts about 30 s [11]. Under uniform elevation of the ambient cAMP this is followed by extension of pseudopods in various directions, and an increase in the motility [12]. A localized application of cAMP elicits the cringe response followed by a localized extension of a pseudopod near the point of application of the stimulus [13]. This type of stimulus is similar to what a cell experiences in a cAMP wave. Well-polarized cells are able to detect and respond to shallow chemoattractant gradients of the order of a 2% concentration difference between the anterior and posterior of the cell [2]. Directional changes of a shallow gradient induce reorientation of polarized cells, whereas large changes in the direction of the attractant lead to retraction of a pseudopod and formation of a new one in the direction of the stimulus [14]. Cells also respond to static gradients of cAMP. Fisher *et al.* [15] show that cells move faster up a cAMP gradient than down, and that the majority of turns made by a cell are spontaneous (although there is a slight depression in the frequency of
turns when the cell moves up the gradient). However, the magnitude and direction of a turn are strongly influenced by the gradient in that there is a strong tendency to lock onto the gradient.

The first step in developing models for the movement of individuals and population-level aggregation patterns is to identify the distinct processes involved in producing the different types of response. What a cell must do can be summarized as follows [16].

— Some cells (or small groups of cells) must become pace-makers. It is known from theoretical studies that a single cell suffices to create an aggregation wave [17], but this has not been demonstrated experimentally.
— A cell must detect the external cAMP and transduce it into an internal signal. A model of this process is discussed later.
— It must choose a direction in which to move and reorganize the cytoskeleton, if needed, to exert the necessary forces for movement.
— Cells must amplify and relay the signal, and adapt to the ambient signal.
— They must respond to an oncoming wave but not to a receding wave, which is called the back-of-the-wave problem.
— Eventually, a cell interacts with its neighbours and moves collectively, first in pairs, then in streams, then in the slug and finally in the erection of the fruiting body.
— During this process it has to ‘decide’ what type of cell to become in the final fruiting body.
— The entire aggregate has to stop migrating and erect the fruiting body.

In the following sections, we discuss various aspects of signal transduction, actin dynamics, and single and multicell movement. In figure 2, we give a preliminary overview of how the processes involved in single cell motility interact before delving into the details.

2. Signal transduction and direction sensing

2.1. Signal transduction

Figure 3 shows the four main pathways involved in transducing an extracellular change in cAMP to a change in the actin network. The central pathway is via Ras, PIP₂, PIP₃ and RacI, another pathway is through Pcl and its products, the third is through guanylate cyclase and the fourth is the cAMP production and secretion/relay pathway through adenylate cyclase. Despite the number of components shown, the diagram not only contains some of the principal actors, and we will not discuss all the components in that diagram in detail, but also those directly involved in the Ras-PIP₂/PIP₃ pathway.

Ras is a member of the Rho family of small GTPases that can be activated by exchange of GDP for GTP. Proteins
in this family are often called molecular switches, as they exist in an active or inactive state and the transition is catalysed by the exchange factors GEF and GAP. However, they function more as adapting rheostats, as the probability of activation reflects the input signal, and the output adapts to a constant signal response.

The first step in the intracellular response to an increase in occupancy of CAR1 is an increase in activated G-proteins. G-proteins consist of an $\alpha$ subunit, $G_{\alpha}$ that contains a GTP/GDP binding domain as well as intrinsic GTPase activity, and a complex of a $G_{\beta}$ and a $G_{\gamma}$ subunit. Activation involves exchange of GDP for GTP, followed by dissociation of the $\alpha$ and $\beta$/$\gamma$ subunits. Each can regulate the activity of different targets in the pathways shown. Both the $G_{\alpha}$ and $G_{\beta}$ are involved in activation of the exchange factors for Ras. Following a step increase in cAMP, activated Ras in LatA-treated cells peaks in about 5 s and then adapts (LatA treatment leads to depolymerization of the actin network, which removes any possible feedback effects of downstream components). Experiments show that activation of Ras is also the earliest polarized signalling step downstream of G proteins [18,19].

A subsequent step is the generation of pleckstrin homology-domain binding sites (PHds) by the phosphorylation of the membrane lipid PtdIns(4,5)P$_2$ (PIP$_2$) by the PI3 kinase (+) and PTEN (–) enzymes. PI3K activates Ras, which then activates PIP$_3$, which provides a binding site for cytosolic PI3K, thereby creating a positive feedback loop through PI3K. Simultaneously, $PIP_2$ is dephosphorylated by PTEN, which acts to control $PIP_3$, $PIP_3$ levels are controlled in part by PTEN and SHIP, which further contribute to cellular processes. (b) The $PIP_2$ – $PIP_3$ trio. Activated Ras activates PI3K, which phosphorylates $PIP_2$, $PIP_3$ provides a binding site for cytosolic PI3K, thereby creating a positive feedback loop through PI3K. Similarly, $PIP_2$ provides a binding site for PTEN, which acts to control $PIP_3$. $PIP_3$ levels are controlled in part by PTEN and SHIP, which further contribute to cellular processes.
phosphoinositide 3-kinases (PI3Ks) to produce PtdIns(3,4,5)P₃ (PIP₃), which in turn is dephosphorylated to produce PtdIns(3,4)P₂ (PIP₃P₂). Both PIP₃ and PIP₃P₂ provide binding sites for various cytosolic proteins such as PI3K, and recruitment is rapid: localization of them at the membrane peaks 5–6 s after global stimulation with cAMP [3,20].

PIP₃ is activated by Raf* (figure 3) and both PIP₃ and PIP₃P₂ are tightly regulated by the phosphatases PTEN and SHIP—within 10–15 s following uniform cAMP changes the PHds return to the cytoplasm [2,3]. This burst of PIP₃ at the membrane couples the extracellular signal to actin polymerization via Rac1. The level of activated G-proteins in continuously stimulated cells reaches a stimulus-dependent level, while factors recruited from the cytosol first increase, but then return to basal levels. Therefore, adaptation of the PIP₃ and cAMP responses is downstream of Go and a slow-acting rapidly diffusing inhibitor set up an internal gradient of activity, and while these models shed some light on direction sensing, their usefulness is limited due to the over-simplification of the signal transduction network and the necessity of a wide disparity in the diffusion coefficients of the activator and inhibitor.

The more recent model based on detailed descriptions of the underlying biochemistry can replicate a variety of experimental observations that are not addressed by other models [25]. In particular, it shows that front-to-back symmetry breaking can occur at the level of Ras. This model is based on equal diffusion coefficients for all cytosolic species, and the unbalanced local sequestration of some species leads to gradient sensing and amplification. It is shown that Gaoβγ cycling between the cytosol and membrane, modulated by Rictor, a non-receptor GEF for Go, can account for many of the observed responses in Dd. These include imperfect adaptation, multiple phases of Ras activity in a cAMP gradient and rectified directional sensing that persists over the time scale of a typical wave in aggregation. Thus, this model provides a possible solution to the back-of-the-wave problem that involves only the first steps in the cAMP–G-protein–PIP₃–actin pathway, but further work is needed, both experimental and theoretical, on the downstream components to determine how they affect the robustness of symmetry breaking.

In general, one can expect that the engineering principles for setting up polarity are very similar in different organisms, but the molecular details can be very different [31]. Another aspect that has not been widely studied concerns the role of noise in detection. Earlier studies show that cells can aggregate successfully even if they make a large error in gradient detection—they only have to orient themselves into the correct half-space in two dimensions—but the aggregation process is slower [32]. Estimates of the signal noise show that it may be important at low signal levels [7], but detailed stochastic simulations of the full reaction–diffusion system are needed to make this more precise.

2.2. Direction sensing and polarization

If the optimal strategy for movement in a noisy chemotactic field is to align with the local gradient, then a cell must determine the direction from a measurement of the local cAMP concentration at its surface, and there are a number of models for how this can be done. Meinhardt [28] postulated an activator–inhibitor model with a third species that serves as a local inhibitor. Amplification of small external differences involves a Turing instability in the activator–inhibitor system, coupled to a slower inactivator that suppresses the primary activation. This model is an interesting high-level description of the process, but lacks a direct mapping onto the biochemistry. It was shown in [29], using a model for the Goβγ–AC-cAMP part of the network in figure 3, that a cell experiences a significant difference in the front-to-back ratio of cAMP when a neighbouring cell begins to signal. One could infer from this that other components in the signal-transduction pathway could also show significant front-to-back differences, and this has been demonstrated experimentally for PIP₃, PI3K and PTEN. Most current models are based on an activator and inhibitor mechanism similar to that proposed by Meinhardt, called LEGI (local excitation and global inhibition), to explain both direction sensing and adaptation when the chemo-attractant level is held constant [30]. In existing LEGI models, a fast-responding but slowly diffusing activator and inhibitor provide the necessary asymmetry.
Localized growth of a considerably denser dendritic actin network shown in figure 4 provides the mechanical force driving cellular shape changes, pushing the cell membrane outward in the form of cellular protrusions called pseudopods. Here, the overall orientation of filaments is orthogonal to the membrane. Of course many other factors than actin are involved in deformation of the membrane, including actin cross-linkers, motor proteins and other auxiliary molecules.

The main structural elements of both networks, which underpin the dynamic actin cytoskeleton, are polar filaments of F-actin which originate from the polymerization of monomeric (globular) G-actin, fuelled by adenosine triphosphate ATP. Filaments age by hydrolysis of ATP to adenosine diphosphate (ADP), acting as a timer which primes filaments for disassembly by actin depolymerizing factor (ADF). After nucleation and initial elongation, actin filaments enter a steady-state phase of treadmilling, where the rate at which ATP-actin is incorporated at the growing (barbed) end balances loss of ADP-actin at the opposite (pointed) end. Two major modes of nucleating new actin filaments exist: (i) the formin family of actin nucleators remain associated with the tip of growing filaments while new actin monomers are added. Concurrently, filaments are bundled through fascin cross-linking proteins [35], resulting in actin-cable like structures as observed in the loose matrix of the actin cortex, and also in fine cellular protrusions called filopodia, which contain about 10–30 parallel actin filaments. (ii) The Arp2/3 complex allows branching of new daughter filaments from existing filaments, and is primarily involved in nucleating dense networks associated with protruding pseudopodia [36]. A host of actin associated proteins exist which are involved in cross-linking, capping filaments to abolish further growth, debranching, severing, depolymerization and the exchange of ADP for ATP to replenish the pool of ATP-actin required for polymerization.

Visualizing actin dynamics in live cells and fine-structural analysis using electron microscopy have been vital to understand the relationship between structure and function in force generation of actin networks. Different probes which consist of the binding domains of F-actin-binding proteins fused to fluorescent proteins, for example green fluorescent protein (GFP), have been constructed to visualize F-actin networks in live cells. Because actin filaments age and networks are constantly remodelled by actin associated proteins, F-actin exists in many different states. Therefore, different probes might only decorate a subset of actin networks and care must be taken when interpreting results. The LimE-coil probe, for example, detects freshly polymerized actin faster than GFP-ABD120 [37]. Lifeact has been suggested as the most reliable probe for detecting most F-actin associated structures in cells [38]. With a diameter of 5–9 nm single actin filaments are well below the resolution limit of light microscopy. Detailed structures of actin networks in cells have recently been obtained by cryo-electron tomography at a resolution of 3 nm [39]. Using correlative microscopy, it is even possible to map high resolution network structures onto live cell images which have been acquired just before freezing and preserving cells.

**Figure 4.** The dendritic actin network, showing some of the major components involved. (From [34], with permission.)
3.2. In vitro polymerization using minimal systems reveals how networks growing in the form of actin comets can generate force

That the growth of an actin network can provide a pushing force was beautifully shown in a series of experiments starting in the 1990s, when it was found that intracellular bacterial parasites like *Listeria monocytogenes* can hijack a cell’s actin system [40]. Growth of an actin network on the surface of bacteria, observable in the form of a trailing actin comet, propels pathogens through the host cell and is responsible for spreading from one cell to another. This behaviour can be reconstituted in vitro using polystyrene beads coated with an activator of the Arp2/3 complex, and a minimal cocktail containing ATP, actin, Arp2/3 complex, capping proteins, ADF and profilin which catalyses the exchange of ADP for ATP [41].

Recent numerical simulations by Zhu & Mogilner [42] are in good agreement with experimentally observed trajectories of actin-propelled spherical beads. The obtained one-dimensional force velocity relation of the growing actin network is $v = v_0 \exp(-F/N f_0)$, where $v$ is the average bead velocity acquired by $N$ actin filaments pushing. $N$ is assumed to be approximately 60 for a bead with radius $R = 1 \mu$m. The scaling factor $f_0 \sim 1.5 \, \text{pN}$ is taken as one half of the stall force of $3 \, \text{pN}$ for an individual filament. $v_0 = 50 \, \text{nm s}^{-1}$ is the filaments’ zero-load polymerization speed and $F$ is considered to be a constant load. The underlying mesoscopic mathematical model combines two approaches, firstly, the elastic Brownian ratchet model of individual filaments pushing the bead [43] and secondly, a visco-elastic network of interconnected springs describing the actin comet tail as a gel. Macroscopic elastic deformation and stresses which build up in this network also effectively contribute to propulsion of the bead. Interestingly, experiments with ellipsoidal beads that were uniformly coated with an actin nucleation-promoting factor show a bistable orientation where beads are either pushed along the short or long axis, roughly at a ratio of 1 : 1. The elastic deformation model alone favours pushing along the long axis, whereas the individual filament model results in pushing along the short axis. The hybrid model correctly predicts the experimental bistable distribution of bead orientations.

3.3. Actin waves reveal intrinsic excitable properties of the actin system

It suggests itself that the very same mechanism which propels beads and pathogens like bacteria or viruses is at play when it comes to pushing the membrane in moving cells. This is strongly supported by experiments where actin at the front of a moving cell is photobleached. Owing to treading of actin, where newly polymerized actin is inserted at, and pushes the membrane, retrograde flow of the bleached actin towards the cell centre can be observed.

The main question in understanding cell motility is how cells switch actin network growth on or off dynamically. Above all, regulation occurs on the level of membrane associated filament nucleation. Once nucleation of a network has started, Arp2/3 mediated branching will result in autocatalytic growth. Naturally, the time it takes for filaments to age determines the delay before branched growth is inhibited by severing and depolymerization of F-actin. Autocatalytic growth and delayed inhibition are at the core of excitable dynamical systems. Vicker [44] was the first to suggest that the actin system behaves like an excitable system, supported by the existence of actin polymerization waves propagating on top of the inner surface of the cell membrane. In *Dictyos- telium* actin waves become prominent during rebuilding of the actin network following treatment with latrunculin A (latA). LatA sequesters G-actin monomers with high affinity and leads to depolymerization of the network. Following washout of latA, the rebuilding of the actin network can be observed using total internal reflection microscopy (TIRF) or three-dimensional confocal microscopy. TIRF targets labelled species within a thin region near the cell–substrate interface (usually less than 200 nm) and thus allows visualization of components near the surface. An example of the evolution in time of the reconstruction of the network is shown in figure 5. The waves shown in this figure only arise at those parts of the cell membrane in contact with a substrate, and thus membrane-surface interaction is essential. Actin structures in the shape of spots initially form on the ventral membrane of the substrate-attached cell, and then propagate radially in roughly circular shape with a prominent wavefront and a decaying wave back [37], as seen in figure 5. Photobleaching experiments show that the wave propagates not via direct transport of existing filaments, but rather, through *de novo* polymerization at the leading edge of the wave and *in situ* depolymerization at the trailing edge [37]. Imaging of the three-dimensional actin waves shows that continual growth of the actin network at the membrane pushes the network upward into the cytoplasm as shown in the schematic in figure 6.

Imaging of labelled components has identified the critical actin-binding proteins involved in network reconstruction.
[23]. The actin network in the wave is believed to be dendritic, similar to that in actin comets and pseudopodia, due to the high concentration of Arp2/3 complexes measured. The Arp2/3 complex can be activated by binding to nucleation-promoting factors (NPFs), G-actin and existing filaments. This interaction can lead to the formation of new filaments, in which the Arp2/3 complex nucleates daughter filaments branching from a primary filament. In latA-treated Dd cells, myosin-IB (Myo-IB), a single-headed motor molecule that binds to the membrane and to actin filaments in the cortex, is localized at the wavefront, close to the membrane. The scaffolding protein CARML is probably recruited to the wavefront by MyoB and activates the Arp2/3 complex. In addition to CARML, other NPFs, such as WASP and SCAR [45], may activate Arp2/3. However, NPFs must first be activated on the membrane by binding to phospholipids. It is also observed that coronin, which is bound to filaments at the top and the back of the wave (cf. figure 6), probably destabilizes the network by removing Arp2/3 from a branch junction, thus exposing the pointed end to depolymerization [46]. A suggested schematic of these interactions is shown in figure 7 [23]. There is strong evidence that phospholipid signalling is an integral part of this actin oscillator with a positive feedback loop in which F-actin activates PI3K. PI3K-dependent production of PIP3 phosphoinositides, integral constituents of the cell membrane, can in turn stimulate further F-actin production through Rac, which activates NPFs of Arp2/3 [47,48]. Kamvithath et al. [24] have proposed a continuum model for actin waves based on a large number of molecular details of actin network dynamics and the PI3K pathway (figure 7). The model predicts the structure, composition and dynamics of waves in good agreement with experimental data. In addition, it captures a peculiar feature of actin waves, namely the possibility to reverse direction, which cannot easily be explained by standard reaction-diffusion models. Models describing how actin networks and waves interact with deformable cell membranes and can result in protrusive behaviour have been put forward by Enculescu et al. [49] and Doubrovinski & Kruse [50]. A considerable number of models are reviewed in [51,52].

Dictyostelium cells in which PIP3 signalling is abolished are still able to move and chemotax [53]. This suggested that actin waves are more likely to play a physiologically relevant role in the PIP3-dependent process of macroinocytosis, the uptake of fluid by cells, where actin coats vesicles that become internalized. However, recently Sun et al. [54] show compelling evidence that actin waves do indeed play a role in cell migration. They created structured surfaces with asymmetrically sloped nanoridges. The nanotopography unidirectionally biases internal actin polymerization waves and cells move with the same preferred direction as these waves. These actin waves are observed in the presence of a PI3K inhibitor, and in Dictyostelium cells undergoing development, which do not macropinocytose.

3.4. Actin polymerization in response to extracellular signals

In a landmark paper, Parent & Devreotes [2] have shown that cells can sense gradients of chemoattractants even in the absence of an intact actin system. Fluorescently labelled PH-domain proteins which bind to PIP3 phosphoinositides in the membrane were found to face the higher concentration of chemoattractant. A local-excitation global-inhibition mechanism had been proposed to explain the crescent like pattern, similar to what is generally found in Turing-type models for pattern formation. Today, the asymmetric distribution of PIP3 is no longer considered to be the immediate signal responsible for directing actin polymerization in moving cells. Recently, a complex of Elmo/Dock proteins was shown to directly link the G protein component of Dictyostelium chemoattractant receptors to Rac activation of the actin cytoskeleton during chemotaxis [55]. Lockley et al. [56] were able to reduce the Meinhardt model described earlier to two variables and to fit it to experimental data of randomly migrating Dictyostelium cells, and cells orienting in a gradient of mechanical shear flow. F-actin fluorescence was used as a read-out of the activator variable. A model by Levchenko & Iglesias [57] fitted the data similarly well, but in its original form is not uniquely identifiable. Both models are minimalistic; however, they assume quite different regulatory mechanisms. In the Meinhardt model, the extracellular signal acts on the activator variable, which in turn promotes production of its own inhibitor. In the Levchenko model, the signal directly acts on the activator and the inhibitor. Given that two different models, both with a comparable number of parameters, explain the experimental data similarly well raises a number of information theory related questions which require some future work. Ideally, one would be able to design experiments which give a well-defined answer, based on different outcomes predicted by numerical simulations or analytical results. In the long run, one would like to integrate more and more molecular details. Although reduced, the Meinhardt model presented in [56] still contains 11 parameters. Increasing the number of parameters inevitably bears the risk of overfitting the data. Regarding the experimental side we must appreciate that, although we might be able to visualize the distribution of a particular molecular component, we hardly ever can determine its exact state, i.e. whether it is active or inactive, bound to another molecule or not, etc.

On the other hand, we can ask what level of molecular detail do we really need to understand in order to predict higher level cellular functions. Excitable systems have the advantage that they provide surprisingly robust mechanisms of pattern formation. Propagating waves can be achieved by a multitude of different models. Examples that gross oversimplification of the internal cellular machinery can still produce meaningful results about cell motility are models where the Meinhardt model has been solved on an evolving boundary [58,59]. The activator concentration is simply translated into a force normal to the cell surface. These models
capture a number of non-trivial aspects of cell motility, like the splitting of pseudopods or characteristic cell trajectories, which emerge from the coupling of biochemical pattern generator with a biophysical model of a cell membrane.

4. Single cell and tissue-like movement in Dictyostelium

4.1. Swimmers, crawlers and walkers

The movement of crawling cells—those that propel themselves by some form of molecular interaction with the substrate in order to transmit force to the substrate—is classified as either mesenchymal or amoeboid, depending on how the cell interacts mechanically with its environment [60]. The mesenchymal mode is used by cells such as fibroblasts that have a well-organized cytoskeleton, and use strong adhesions to transmit force to their surroundings via integrin-mediated adhesion complexes. Amoeboid motion involves a less structured cytoskeleton and weaker surface interactions, with the result that cells can move much faster [61]. In this mode cells may use pseudopodia, but can also use protrusions such as blebs, which involve blister-like extensions of the membrane. Dd cells can move either by extending pseudopodia or by blebbing, and they monitor the stiffness of their surroundings to determine the mode: pseudopodia in a compliant medium and blebbing in stiffer media [62]. However, recent experiments show that both neutrophils and Dd can also swim—in the strict sense of propelling themselves through a fluid using only fluid–cell interactions—in response to chemotactic gradients [63,64]. This has led to the suggestion that Dd has three modes of movement—walking, gliding and swimming [64].

In the swimming mode, the cell body is elongated and small protrusions that provide the momentum transfer needed for motion are propagated from front to rear [63,64]. Experimental observations on the movement of Dd cells reported in [63] and [64] have included cell-shape changes, speeds and periods of the cyclic motion. Van Haastert [64] reported an average of three protrusions, as illustrated by the cartoon model in figure 8a, while from the experimental images (figure 8b) of a swimming Dictyostelium reported in Barry et al. [63], one sees that one protrusion travels along
one side of the cell and disappears at the rear of the cell, then
another protrusion appears on the other side and repeats
the process.

Van Haastert [64] observed that the protrusions travel
directly down the cell body and not in a helical fashion.
Thus there is no clear evidence that the cell is rotating around
its symmetry axis, and as a result a two-dimensional model
developed in [65] is a reasonable simplification of a three-
dimensional swimming cell. As is shown in figure 8, swimming
by extending protrusions is mostly asymmetric in that they
alternate sides, and thus the motion is not rotation-free and
the trajectory of a swimming cell is snake-like rather than
along a straight line. These characteristics of several varieties
of swimming Dd amoebae have been reproduced with a com-
putational model [65], and compared with the data described
above. The computational model enables one to study how
the slenderness of the cell body and the shapes of the protrusion
affect the swimming of these cells, and to predict the power
consumption and the efficiency of the different varieties.

4.2. Multicellular problems
Collective cell motion occurs in the streaming, mound and
slug stages of Dd, as well as in development of vertebrate
embryos and cancer metastasis. In Dd streams this involves
small numbers of cells, but the slug is composed of about
$10^5$ to $10^6$ cells (cf. figure 9 and [66,67]). The motion of a
slug is mechanically very similar to the motion of single
cells crawling on a substrate, except that cells in the slug
secrete a slime sheath that is essential for the collective
movement. The questions that arise in trying to understand how
the movement of individuals translates into the collective
movement of the slug are the subject of this section.

4.2.1. Dictyostelium morphogenesis
Owing to its relative simplicity with only a few cell types in the
fructification body and a relatively simple anatomy, Dictyostelium
lends itself to trying to understand how relatively well under-
stood cellular behaviours control tissue formation and
morphogenesis [66]. A key question is how cell–cell signalling
controls cell behaviours to result in emergent properties at the
tissue level. As most of multicellular development, aggrega-
tion, mound formation, slug formation and migration and
the early stages of culmination occur in the absence of
significant cell division and cell death it is evident that
morphogenesis is the result of differential cell movement of
populations of differentiating cells in space and time.

A short description of development (cf. figure 1) is that
starving cells aggregate in response to periodic waves of
chemoattractant propagating from aggregation centres out-
ward. These periodic waves direct the cells to aggregation
centres. Symmetry breaking results in formation of aggrega-
tion streams, a process that continues until all cells are
collected into hemispherical aggregates known as mounds
(figure 9). During aggregation the cells start to differentiate

Figure 9. Mound, slug and culmination stages of Dictyostelium development. (a–c) Images of the same mound stage of development processed in different ways to
highlight different aspects of mound development. (a) Bright field image of mound. (b) Image highlighting pinwheel optical density waves rotating clockwise as
indicated by red arrows. Waves are visualized by subtraction of two bright field images taken 1 min apart in time. (c) Fluorescent image showing 5% GFP labelled
cells moving counterclockwise as shown by yellow arrows, in response to waves shown in (b). (d) Migrating slug; prestalk cells in the tip of the slug express a green GFP
marker and anterior like cells located at the prestalk–prespore boundary and scattered in prespore zone express a red GFP marker. (e) Image of same slug as shown in
(d) after it started to culminate. The white arrow indicates the direction of movement of a small mass of green prestalk cells migrating down through the middle of the
slug to form the stalk as part of the culmination process. The black scale bar in (a) and the white scale bar in (d) are 100 μm.
into several cell types, precursors of the several stalk cell support structures and the spores. The cells going to form the stalk, sort out and form a structure known as the tip. The tip is the organizer that directs the motion of all other cells to form a slug that migrates in response to a variety of environmental signals. During tip formation the prestalk cells start to secrete a complex extracellular matrix known as the slime sheath, which surrounds the mound and the migrating slug like a stocking and is left behind as a slime trail during slug migration. Environmental conditions such as strong light and low humidity trigger the culmination process in which the tip wanders on top of the slug to form the so-called Mexican hat stage. Cells just below the tip start to form a stalk of dead cells, which penetrates the cell mass to contact the cells at the bottom that are going to form the basal disc. The main mass of cells climb up the forming stalk which keeps elongating by successive addition of more stalk cells on the forming stalk (figure 9d,e). This process keeps going until all the cells of the prestalk population are converted into stalk cells as well as supporting structures known as the upper and lower cup that keep the prespore mass in place. Finally, the prespore cells rapidly form individual cells by secretion of spore wall material from prespore vesicles. This is a very rapid process and essentially completes this part of the life cycle. The spores can disperse and start new colonies elsewhere.

4.2.2. Aggregation

It is well established that Dictyostelium cells aggregate in response to cAMP signals and much work is concerned with the mechanism of signal detection and translation of graded information along the length of the cell in direction motion by differential organization of the actin myosin cytoskeleton [59,70]. There are various theories about how this may work [59,70]. The cells not only respond to cAMP by moving, but can amplify detected cAMP signals resulting in a cAMP relay mechanism [22,71–73]. This has been modelled extensively [74,75]. The cAMP relay mechanism coupled to diffusion of the signal in the extracellular medium results in formation of various complex wave-forms such as target patterns and spirals, reminiscent of the patterns seen in excitable chemical systems such as the Belousov–Zhabotinsky reaction [76]. In Dictyostelium, these waves were initially detected as waves of light scattering associated with the locally synchronized chemotactic movement of cells during the rising phase of the cAMP waves [77–80] (figure 1). The Dictyostelium process is, however, more complex and interesting than the Belousov–Zhabotinsky reaction as the discrete sources of the signals, the cells, move in response to these waves. This extra dynamics results in much more complex behaviours such as bifurcating stream formation. These processes have been modelled to a great extent and the main features are understood in some considerable detail [32,81–86] (figure 10).

Initially, the cAMP waves were measured in fixed time points using an ingenious isotope dilution strategy, but more recently it has been possible to measure the cAMP waves dynamically using dedicated FRET constructs [87,88]. Interesting questions that can now be started to be resolved are what is the exact mechanism of cAMP amplification in single cells? How heterogeneous is the response of the individual cells and how does this heterogeneity affect the outcome of the overall process? Another interesting question is how the cell signalling proceeds in streams where cells are highly elongated and make extensive end to end cell–cell contacts [89]. It has been argued that cells produce and secrete cAMP in a polarized manner affecting the mode and speed of signal propagation [90]. In these stages of development there is a considerable Doppler effect and it may be that the speed of movement is controlled by the rate of signalling as the cells cannot move faster than the desensitization time [91].

Forces have been measured using traction force microscopy and it is evident that cells are force dipoles in line with the organization of the cytoskeleton. Cells also need to coordinate their motion in streams which involves coordination of the cytoskeleton in neighboring cells resulting in local force coordination [44,92–95].

4.2.3. Sorting in the slug

Once the cells enter the aggregates the cells start to sort out. It has been proposed that cell sorting results from differential cell–cell adhesion and there are some experiments to suggest that differential adhesion may play a role in Dictyostelium cell sorting. The nature of these adhesion sites is still under debate and ranges from cadherin type molecules to a unique multigene family of large transmembrane signalling molecules involved in self–non-self recognition [96–98]. However, it is clear that cell sorting in Dictyostelium involves differential chemotaxis to cAMP [99–101]. A main question is whether cells move differentially as a result of differential sensitivity to cAMP, a differential adhesion resulting in effective differential movement speeds or that the prestalk cells that sort out produce more force and push the other cells aside. There are a variety of experiments that suggest that cells defective in the actin–myosin cytoskeleton cannot sort effectively, suggesting that cell sorting maybe the result of differential motive force generation by the sorting cells. There is evidence for a key role for myosin in the sorting process [102–104].

The cell sorting process is accompanied by a change in the geometry of the signals in the mounds; they often spontaneously go from being single spirals to multi-armed spirals and pinwheel like structures in mounds. This is probably related to the differential ability of cells to produce cAMP in an excitable manner. Data suggest that the adenyl cyclase that makes cAMP during aggregation becomes restricted to the prestalk cells and so-called anterior like cells during aggregation [105]. It has been proposed that this results in a change of wave geometry from scroll waves in the tip to planar waves in the back of the slug, expanding the observed motion of cells in the slug [106,107]. An alternative view is that the rotational motion observed is due to a drive of the cells to move continuously in a constrained environment, resulting in the observed rotational motion. However, experiments with a temperature sensitive ACA have shown that slug migration is directly dependent on ACA activity [108].

It has also become clear that the slime sheath is an important component during Dictyostelium morphogenesis. Some of the key prestalk specific expressed genes code for components of the extracellular matrix, which is a complex composite of proteins and cellulose [109,110]. Cells taken from slugs are not able to move on a glass substrate any more while pre- and aggregation stage cells can. The cells form specific contacts with the matrix through as yet unspecified adhesion molecules. They form, however, transient focal adhesions as exemplified by the formation of transient paxillin spots and deletion of paxillin as well as of talin results in defect of later morphogenesis [111,112].
Traction force experiments on slugs have shown that the slime sheath plays an important role in the migration of the slug and also have indicated that the prestalk zone maybe be especially important in the generation of motive force [113–115]. In general, it is an open question how the cells in the slug get their traction for movement [116]. Experiments have shown that cells in the slug can move forward relative to other cells, but essentially use other cells as substrate to move on, and for this to work the cellular scaffold has to be relatively stiff. This implies that cells transmit their motive forces through the other cells to the extracellular matrix and that cell–cell adhesion must be an important component in coupling the cytoskeletons of cells (figure 11). This mode of movement effectively leads to the generation of local body forces which have been the basis for various continuous and discrete models for slug migration [117,118]. So far, these models have ignored the role of the slime sheath in this process which will need to be addressed in further work.

4.2.4. Culmination

The culmination process is highly complex; the initial movement of the tip on top of the Mexican hat structure involves differential movement of cells in various transverse positions of the slug. The upper cells stop moving while cells in contact with the substrate move underneath, resulting in the tip relocating to the top and centre of the structure. This then starts a stalk-forming process directed downward, resulting in the formation of the basal disc, stalling fusion and successive elongation of the stalk [119] (figures 1 and 9). It has been suggested that the spore mass is lifted up the stalk by the combined crawling action of the lower- and upper-cup cells [120]. There has been one detailed model of culmination based on the cellular Potts model that captures some of the essential elements [121,122], but many questions, especially the role of cellular and tissue mechanics in this process, remain unresolved.

The final challenge is to integrate the well-known homeostatic cell-type proportioning with the extensive cell movement

Figure 10. Comparison of simulation of continuous fluid-based model for aggregation and mound formation with stage-matched images of aggregation and mound stages. (a–d) Results of simulations. (e–h) Corresponding experimental stages. Yellow colour represents tissue, red-blue colours the spiral cAMP wave controlling chemotactic tissue movement (from [78]). White scale bars in (e,f) are 450 μm.
Limited spatial and temporal resolution in live cell microscopy results in convolved (blurred) images of the underlying stochastic processes. How can we infer the underlying noise, and can we justify the common use of continuum models?

— How can we validate biochemically more detailed models for signal transduction given that usually only a small subset of species/states can be observed?

— How do mechanical signals like membrane tension, which are known to play important roles but largely ignored in mathematical models, feedback on cell migration? How do mechanical coupling and force transmission between cells influence collective cell migration?

— Which signals control differentiation and a variety of cell behaviours and how are these integrated?

— What roles do the various cell types play in morphogenesis?

— What is the role of the extracellular matrix in mechanics of slug migration and culmination?

— What are the major cellular mechanisms underlying cell critical behaviours such as individual and multicellular migration?

— How can we formulate realistic models of cell movement that integrate the processes described herein and yet remain testable and computationally feasible?

— How can mathematical models be used to understand the role of different pathways involved in movement and how are they balanced to ensure a successful outcome at the cell and population level?

It is fair to say that *Dictyostelium* is the organism where most progress has been made in understanding pattern formation and morphogenesis outside plants, and one can expect that this will continue in the near future. As to the role of mathematical modelling in understanding these processes, John Bonner summarized it best long ago [127].

We have arrived at the stage where models are useful to suggest experiments, and the facts of the experiments in turn lead to new and improved models that suggest new experiments. By this rocking back and forth between the reality of experimental facts and the dream world of hypotheses, we can move slowly towards a satisfactory solution of the major problems of developmental biology.
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