Evolutionary rescue can maintain an oscillating community undergoing environmental change
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The persistence of ecological communities is challenged by widespread and rapid environmental change. In many cases, persistence may not be assured via physiological acclimation or migration and so species must adapt rapidly in situ. This process of evolutionary rescue (ER) occurs when genetic adaptation allows a population to recover from decline initiated by environmental change that would otherwise cause extirpation. Community evolutionary rescue (CER) occurs when one or more species undergo a rapid evolutionary response to environmental change, resulting in the recovery of the ancestral community. Here, we study the dynamics of CER within a three-species community coexisting by virtue of resource oscillations brought about by nonlinear interactions between two species competing for a live resource. We allowed gradual environmental change to affect the traits that determine the strength and symmetry of the interaction among species. By allowing the component species to evolve rapidly, we found that: (i) trait evolution can allow CER and ensure the community persists by preventing competitive exclusion during environmental change, (ii) CER brings about a change in the character of the oscillations (period, amplitude) governing coexistence before and after environmental change, and (iii) CER may depend on evolutionary change that occurs simultaneously with or subsequently to environmental change. We were able to show that a change in the character of community oscillations may be a signature that a community is undergoing ER. Our study extends the theory on ER to a world of nonlinear community dynamics where—despite high-frequency changes of population abundances—adaptive evolutionary trait change can be gradual and directional, and therefore contribute to community rescue. ER may happen in real, complex communities that fluctuate owing to a mix of external and internal forces. Experiments testing this theory are now required to validate our predictions.

1. Introduction

The persistence of natural communities is challenged by anthropogenic environmental change. In many cases, this is because environmental change is rapid, with respect to the generation time of many organisms, and extended over large spatial scales. For example, climate change [1], human exploitation [2], heavy metal pollution [3] and the application of herbicides and pesticides [4] all impose strong selective pressures that may rapidly imbalance demographic rates (where death rates exceed birth rates) and drive populations to extinction that are unable to respond via physiological acclimation. Alternatively, species may persist in the face of environmental change by migrating away, and so shifting their spatial distribution to regions where selection is weaker and population growth is possible. Another outcome is that populations may evolve in situ and adapt quickly to redress the demographic imbalance, restore growth and escape extinction. Uncertainty about how species will respond to rapid environmental change has forced a greater theoretical focus on the dynamic links between evolution and demography, and on the evolutionary potential of declining populations.

Evolutionary rescue (ER) occurs when genetic adaptation allows a population to recover from demographic effects initiated by environmental change that would otherwise cause extirpation [5,6]. Whether evolution can rescue a population fast
enough to prevent extinction depends on a number of factors, which include: the rate of environmental change [7,8], initial population size [9,10], the amount and supply of beneficial genetic variation [9–11], phenotypic plasticity [12–14] and the presence of competitors [15,16]. Many of these factors have been modelled mathematically, and the general principles governing the likelihood of rapid evolution have been identified. However, despite a few exceptions, the theory of ER has ignored the challenges created by the dynamics of multi-species communities (but see [14,17,18]). Coexistence in multi-species communities may derive from nonlinear interactions between species and involve complex dynamics that may complicate the evolutionary response to environmental change. For example, interactions between species, such as those between predators and their prey, can generate oscillations where population size may make periodic excursions to very high and low densities. Large fluctuations in species’ densities may increase the probability of extinction under environmental change, which may constrain or preclude ER.

The prevalence of cycles and large amplitude fluctuations in communities [19–21] suggests that it is important to extend the theory of ER to dynamic communities. Community evolutionary rescue (CER) occurs when one or more species undergo a rapid evolutionary response to environmental change, resulting in the recovery of the ancestral community. Here, we study the dynamics of CER within a three-species community coexisting by virtue of resource oscillations brought about by nonlinear interactions between two species competing for a live resource [22,23]. We allow gradual environmental change to affect the traits that determine the strength and symmetry of the interaction among species. By allowing the component species to evolve rapidly, we ask the following questions: (i) Can trait evolution allow ER, and ensure the community persists by preventing competitive exclusion during environmental change? (ii) Does ER bring about a change in the character of the oscillations (period, amplitude) governing coexistence before and after environmental change? (iii) How does evolutionary change that occurs during environmental change differ in its contribution to ER from evolutionary change that occurs after the environmental change?

2. Material and methods

Our base model is a classical system of two species competing for a common biotic resource [22]. The Armstrong–McGehee system is known to allow coexistence of the competitors through intrinsically generated stable limit cycle oscillations. We use a version with nonlinear functional responses (FRs) of both species (rather than giving one species a linear response). This makes the conditions for coexistence more restrictive [24,25] but is likely a more realistic representation of natural communities.

\[
\begin{align*}
\frac{dR}{dt} &= \mu R \left( \frac{1}{K} - \frac{R}{K} \right) - f_1(R)N_1 - f_2(R)N_2, \\
\frac{dN_1}{dt} &= e_1 f_1(R) N_1 - m_1 N_1, \\
\frac{dN_2}{dt} &= e_2 f_2(R) N_2 - m_2 N_2, \\
\end{align*}
\]

with \(f_1(R) = \frac{a_1 R}{1 + b_1 R}\) and \(f_2(R) = \frac{a_2 R}{1 + b_2 R}\). (2.1)

The system of differential equations represents the rate of change of three state variables: the two consumer species \(N_1\) and \(N_2\) competing for the logistically growing resource \(R\) (with growth rate \(\mu\) and carrying capacity \(K\)). Resource uptake is described by Holling type 2 FRs \(f_i(R)\) with attack rates \(a_i\), half-saturation constants \(1/b_i\) and transfer efficiencies \(e_i\). The competitors experience mortalities \(m_i\). We rescaled variables to reduce parameters and substituted \(r = \mu R = R/K N_i = N_i/(e_i R)\). With the new parameters \(a_i = a_i e_i R/\mu\), \(b_i = K b_i/\mu\), and the primes dropped, the system becomes

\[
\begin{align*}
\frac{dR}{dr} &= R(1 - R) - f_1(R)N_1 - f_2(R)N_2, \\
\frac{dN_1}{dr} &= f_1(R)N_1 - m_1 N_1, \\
\frac{dN_2}{dr} &= f_2(R)N_2 - m_2 N_2, \\
\end{align*}
\]

with \(f_1(R) = \frac{a_1 R}{1 + b_1 R}\) and \(f_2(R) = \frac{a_2 R}{1 + b_2 R}\). (2.2)

The parameters determining the curvature of the FR are subject to environmental change and/or evolutionary change. We implement a trade-off as \(b = c u \alpha\) (with \(q > 1\); all simulations shown in this paper refer to \(q = 2\)) to avoid cost-free changes to extreme resource exploitation efficiency or unrealistically high growth rates. Without trade-off, our model would describe run-away processes of trait change and only be able to document competitive superiority of the species that moves more quickly towards extreme trait values providing cost-free gain in fitness. An environmental variable \(T\) (e.g. temperature) changes linearly at rate \(\rho\) and alters the curvature-determining parameter \(\alpha\) of the FR in an additive fashion. By replacing \(a_i = a_i + z_i T\), we obtain

\[
\begin{align*}
f_1(R) &= \frac{(a_i + z_i T)(1 + b_1 R) R}{1 + (a_i + z_i T)^q R^q},
\end{align*}
\]

where \(a_i\) is a focal trait quantity (subject to both environmental change and evolution) and parameter \(z_i\) determines the susceptibility of species \(i\) to environmental change. We consider here values of \(-0.05 \leq z_i \leq 0.05\). With increasing environmental parameter \(T\) and positive \(z_i\), the curvature of the FR will change towards lower maximum uptake and higher uptake efficiency at low resource concentrations (as, for instance, in figure 1b). Negative \(z_i\) values have the opposite effect. Our model is consistent with thermal dependence of parameters describing interaction of consumer–resource interactions, which have been theoretically and empirically established [26]. For the sake of simplicity and to keep our model applicable to environmental parameters other than temperature, we implemented a linear relationship between FR parameters and environment.

To model evolutionary change, we assume parameter \(a_i\) to be a quantitative trait of competitor \(N_i\) subject to adaptive evolution. Direction and speed of trait change are determined by the fitness landscape around the current value of \(a_i\) and proportional to the change of the per capita growth rate \((dN_i/dt)/(dN_i/dt)\) with trait change [27]. The factor of proportionality \(v_i\) is a rate parameter describing the phenotypic variation of trait \(a_i\), which can be provided via standing genetic variation or be generated de novo through mutations. This approach borrowed from quantitative genetics has been used on many occasions to model the evolutionary dynamics of communities structured by competitive and predator–prey interactions [28–30]. In our case, the trait dynamics are described by

\[
\begin{align*}
\frac{d\alpha_i}{dt} &= v_i \frac{\partial(dN_i/dt)}{\partial \alpha_i} \\
&= v_i \frac{\partial((a_i + z_i T)(1 + c_i(1 + z_i T)^8 R) - m_i)}{\partial \alpha_i} \\
&= v_i R \frac{1 + c_i(a_i + z_i T) R (1 - q_i)}{(1 + c_i(a_i + z_i T)^8 R)^2}.
\end{align*}
\]

(2.4)

Evolutionary trait change depends nonlinearly on resource concentration and the current value of the evolving trait \(\alpha\) (potentially
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The full, scaled eco-evolutionary system reads

$$
\begin{align*}
\frac{dR}{dt} &= R(1 - R) - f_1(R)N_1 - f_2(R)N_2, \\
\frac{dN_1}{dt} &= f_1(R)N_1 - m_1N_1, \\
\frac{dN_2}{dt} &= f_2(R)N_2 - m_2N_2, \\
\frac{dn}{dt} &= v_1R\left(1 + c_1(\alpha_i + z_iT(t))R(1 - q_i)\right) \\
\frac{dT}{dt} &= \begin{cases} p > 0 & \text{for } 0 < t < t_c \\
0 & \text{for } t \geq t_c, \end{cases}
\end{align*}
$$

(2.5)

with $f_i(R) = \frac{(\alpha_i(t) + z_iT(t))R}{1 + c_i(\alpha_i(t) + z_iT(t))R}$, $i = 1, 2$.

The piecewise definition of $\frac{dT}{dt}$ reflects that we evaluated dynamics for a period of simulated environmental change lasting from $t_0$ to $t_c$ (here equivalent to a temperature increase of 4°C) followed by a period of environmental constancy. Using numerical integration with an ordinary differential equation solver, we compared dynamics with and without environmental change as well as dynamics with and without adaptive trait evolution, and the combination of both causes of change. When trait evolution was simulated it was present during the whole simulation (except for analyses shown in figure 5), i.e. continued to operate when environmental change had ceased. We parametrized $m_1 = 0.07; m_2 = 0.13; c_1 = 3.75; c_2 = 3.0; q_1 = q_2 = 2.0; p = 0.01$ (in the case of environmental change). Initial conditions of variables were $R(0) = 1.0; N_1(0) = N_2(0) = 0.5; q_1(0) = 1.0; q_2(0) = 1.0; T(0) = 0.0$, i.e. parameters and initial conditions are specifically chosen so that $N_1$ is a better competitor when $R$ is small, whereas $N_2$ is better when $R$ is large. These conditions and the parameter space around them allow for coexistence of the two competitors on a stable limit cycle, while larger divergences lead to extinction of one of the competitors [25]. We found it useful to also analyse and present ER dynamics of a simplified system that only includes one consumer and the biotic resource, i.e. $N_1(0) = 0.0; N_2(0) = 0.5$. The findings of this analysis are presented in the first subsection of the Results. The values of parameters $z_1$ and $v_i$ were changed to simulate different intensities of environmental and evolutionary change. For the two-consumer case, we evaluated 25 combinations of $z_1$ and $z_2$ each at four different evolutionary strengths of species
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**Figure 1.** Extinction and ER in a one-consumer–one-resource system. (a) Environmental change destabilizes the dynamics towards extinction following extreme oscillatory dynamics ($z = 0.4; \nu = 0.0$). (c) Adaptive trait evolution rescues the consumer–resource community from extinction resulting from environmental change ($z = 0.4; \nu = 0.025$). Resource, green; consumer, red; temperature change, black. (b,d) Change of FR owing to change of parameter $a$ during dynamic scenarios (a) and (c), respectively. FR at $t = 0$: red; maximum change of FR: yellow.

### Table 1. Outcome of ER dynamics for parameter combinations representing different strengths of evolutionary change (parameters $z_1$) and adaptive trait evolution (parameters $v_i$). Values of $z_1$ in rows; values of $v_1$ in columns. $N_1$: species $N_1$ outcompetes species $N_2$; Co: coexistence of species $N_1$, $N_2$ and resource $R$. Simulations were run for 20 000 time steps; species $N_{12}$ were assumed to be extinct if abundance was less than $10^{-4}$ at any point in time during the simulation. Note: species $N_2$ never outcompeted species $N_1$.

<table>
<thead>
<tr>
<th>$z_1$</th>
<th>$v_1$</th>
<th>$v_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figure 2. Coexistence and extinction in a two-consumer–one-resource system without evolution. (a) Coexistence of $N_1$ and $N_2$ through the Armstrong–McGhee mechanism ($z_1 = z_2 = 0.0$; $v_1 = v_2 = 0.0$). (c) $N_1$ outcompetes $N_2$ because environmental change leads to changes of $N_1$’s FR that increase its fitness more ($z_1 = z_2 = -0.05$; $v_1 = v_2 = 0.0$). Resource: green; consumer $N_1$: blue; consumer $N_2$: red; temperature change: black. (b,d) Changes of FRs owing to change of parameter $\alpha$ during dynamic scenarios (a) and (c), respectively. FR of $N_1$ at $t = 0$: dark blue; maximum change of FR of $N_1$: light blue; FR of $N_2$ at $t = 0$: red; maximum change of FR of $N_2$: yellow. Note that FRs are constant under scenario (a).

Figure 3. Extinction, coexistence and ER in a two-consumer–one-resource system subjected to evolutionary change. (a) Minimal evolutionary change allows $N_1$ to outcompete $N_2$ ($z_1 = z_2 = 0.0$; $v_1 = 0.01$; $v_2 = 0.0$). (c) $N_1$ and $N_2$ coexist despite strong, cyclical evolutionary change of $N_2$’s FR ($z_1 = z_2 = -0.05$; $v_1 = 0.0$; $v_2 = 1.0$). (e) ER. Through adaptive trait evolution $N_2$ can equalize the competitive advantage that $N_1$ gains through environmental change ($z_1 = 0.0$; $z_2 = 0.05$; $v_1 = 0.0$; $v_2 = 0.005$). Consumer $N_1$: blue; consumer $N_2$: red; temperature change: black; FR parameters $\alpha_1$, $\alpha_2$: light blue, yellow; resource concentrations omitted for clarity. (b,d,f) Changes of FRs owing to change of parameters $\alpha_1$ during dynamic scenarios (a,c,e), respectively. FR of $N_1$ at $t = 0$: dark blue; maximum change of FR of $N_2$: light blue (covers dark blue curve in (b)); FR of $N_2$ at $t = 0$: red; maximum changes of FR of $N_2$: yellow. Note that FRs fluctuate between steeper and flatter curves under scenario (c).

$N_2$ (table 1) and present the dynamics of exemplary cases in figures 1–5. Under the current parametrization, species $N_1$ always benefitted disproportionally from evolution ($|v_1| \neq 0$) and typically excluded $N_2$ (as in figure 3a) even when the latter species was allowed to evolve at much greater evolutionary strength $v_2$. Because we emphasize in this study the interaction between environment and evolution, we do not show results of this very predictable outcome of coevolutionary dynamics. All numerical integrations were performed with Matlab version R2013A, using the ode45 solver. To avoid difficulties with integration around the critical time point $t_c$ of piecewise-defined ODE systems, we performed two separate numerical integration sets, one ranging from $t_0$ to $t_c$, the other from $t_c$ to $t_{final}$. The final values of all state values in the first set were used as initial values in the second set. The programming language R [31] was used for wavelet analyses.
3. Results

3.1. One-consumer—one-resource system

Environmental change alters the specific efficiency with which the consumer takes up the resource, either favouring higher efficiency at low or high resource concentrations. This can lead to dramatic changes in the consumer–resource dynamics. When the changing environment (increasing temperatures combined with negative $z$-values) leads to a FR curve with increased uptake efficiency at high resource concentrations (higher half-saturation constants) the dynamics can cross a Hopf bifurcation point and switch from oscillations to stable equilibrium dynamics (results not shown). However, when environmental change leads to FRs with increased uptake efficiency at low resource concentrations (lower half-saturation constants) extended periods of extreme resource scarcity may occur that eventually lead to the extinction of the consumer (figure 1a,b).

By contrast, in the absence of environmental change (but otherwise identical conditions) even very strong adaptive trait evolution cannot change the dynamical regime of the consumer–resource oscillations (results not shown). The direction of evolution of parameter $a$ changes at the frequency of the oscillations, so that there is no consistent long-term trend towards flatter or steeper FRs; stabilizing and destabilizing forces equalize each other. Adaptive evolution, however, has the capacity to reverse or delay trait and dynamical changes that are mediated by environmental change (figure 1c,d). We can see in figure 1c the period of the dynamics of the consumer slows down during and just after environmental change, and progressively increases over time after environmental change. Because increasing temperatures effectively increase the value of parameter $a$ (as $a + zT$) the adaptive landscape has changed and favours an evolutionary decrease in this parameter that counters environmental change and its dynamical consequences.

3.2. Two-consumer—one-resource system

When two consumers compete for the same resource, environmental change typically affects the traits of the competitors asymmetrically so that the balance of coexistence (figure 2a) becomes disturbed and one consumer species is able to outcompete the other (figure 2c). For competitive exclusion to occur, it is not necessary that both species have different sensitivities to environmental change (see figure 2c, where $z_1 = z_2 = -0.05$), although this will normally accelerate the process. It is also noteworthy that coexistence is not so fragile that any trait deviation from the current state leads to extinction; indeed, almost half of the possible combinations of sensitivities to environmental change ($z_1 - z_2$ combinations; table 1) result in coexistence at a somewhat altered oscillatory regime.

Like environmental change, trait evolution unaccompanied by environmental change can turn the dynamics from coexistence to competitive exclusion. In our example, the slightest evolvability of the FR-related trait $a_1$ gives species $N_1$ the edge and it wins competition independent of $N_2$’s evolutionary potential (figure 3a,b). However, in the case of evolution of species $N_2$ even the strongest evolutionary changes of trait $a_2$ are insufficient to let the evolving species outcompete the non-evolving one (figure 3c,d).

Adaptive evolution can change the outcome of competition under environmental change if the adaptive landscape dictates trait evolution in a direction that is opposite to the direction favoured by the environmental change. This means that the three-species community can be rescued from extinction because the consumers rendered inferior by environmental change can evolve (figure 3c,e). We can distinguish three different dynamic states of the community during the process of ER: (i) the initial state of coexistence of the community before environmental change and evolution start, (ii) the period of decline and rescue when environmental change threatens the competitively inferior species, but it survives because it evolves rapidly, and (iii) the dynamic state of the rescued community coexisting after environmental change has terminated. Wavelet analysis is able to reveal the prevailing periodicity of oscillatory dynamics across these phases of ER. For both competitors, the analysis shows a shift to longer period oscillations during the phase of decline and rescue (figure 4), which is owing to the fact that the two consumers reduce the resource to relatively low concentrations from which it takes increased periods of
time to recover. Increasing the evolutionary potential of the inferior competitor (by increasing the value of $v_x$) leads to faster rescue of the community; in this case, rescue occurs without the initial decline of the inferior competitor and without overexploitation of the resource and markedly increased period lengths of the oscillations (results not shown). Wavelet analysis also reveals that the oscillatory state of the rescued community has changed compared with its initial state; both pre- and post-rescue communities coexist on simple cyclic dynamics but the period of oscillations has decreased (figure 4).

Our analysis also allows us to decompose phases of the rescue process according to the contribution they make to the eventual rescue of the community. Evolutionary change needs to accomplish two elements of rescue to ensure the survival of the community. First, the inferior competitor needs to survive the period of environmental change for rescue to occur. Second, the community needs to be in a dynamical state that allows long-term coexistence once the environmental change ceases. If evolutionary change is very strong and effective, the contribution of evolution to trait change during the period of evolutionary change can be sufficient to accomplish ER. However, in our model simulation, we frequently observed that evolution happening after environmental change is critical for rescuing the community (figure 5). In cases where the inferior competitor is only reduced in abundance but not extirpated, evolution following environmental change may be sufficient to restore community coexistence (figure 5).

### 4. Discussion

We have shown that ER is capable of maintaining an oscillating community experiencing sustained environmental change. To build on previous research that has explored the consequences of trait change for the coexistence of competitive communities [16,18,32–35], we found that trait evolution, acting on the resource uptake rate, could maintain an inferior competitor and prevent competitive exclusion. As such, we identified conditions that allowed the community to undergo CER. Here, quantitative trait evolution approximates the evolutionary process, assuming the existence of additive genetic variation at the outset (determined by parameter $v_x$) and no de novo generation of genetic variation through mutation during the evolutionary process.

In our case, CER occurred owing to rapid trait evolution in the FRs of the component species. We therefore coupled the environmental change to the mechanism of resource uptake. Environmental change acted to adjust the efficiency of resource uptake, typically favouring the superior competitor and driving the system to competitive exclusion. However, evolution countered this tendency and allowed the inferior competitor to bounce back. It is important to note that CER occurred over a wide range of evolutionary strengths (or genetic variances) and, thus, did not depend on evolution being ‘just right’ (table 1). Very strong evolution will rescue the inferior competitor more quickly, without allowing a visible decline of the ‘rescued’ population in the first place. Moderate and low rates of evolution need time to take effect, and therefore put the inferior competitor at peril initially, resulting in a U-shaped curve of decline and recovery (figure 3) that has previously been established for non-oscillatory, single-species rescue dynamics [5,36]. In a previous theoretical study, Fox & Vasseur [18] observed qualitatively similar dynamics of decline and recovery of an inferior but evolving competitor in a two-consumer–two-resource system. There are two important differences from our study: (i) their system does not include environmental change and is primarily a study of adaptive coevolution in an intrinsically changing competitive system and (ii) equilibrium coexistence is possible in the two-resource system and dynamics are characterized by non-oscillatory trajectories of species abundances and trait change. More recently, Kremer & Klausmeier [34] analysed how the addition of evolution contributes to (or sabotages) coexistence in nonlinear ecological models. They found that rapid evolution has a negative impact on the coexistence of competitors in a two-consumer–one-resource system that is similar to ours. Contrary to our approach, they modelled a periodically changing environment that acts as an external driver of species oscillations. Species fail to coexist because they rapidly coevolve trait values that optimize their fitness over the course of the resource fluctuations, which renders them competitively neutral and, with the slightest demographic stochasticity, susceptible to exclusion. Our study, however, demonstrates that under low-to-moderate evolutionary strength adaptive evolutionary trait change can be gradual and directional—despite high-frequency changes of population abundances—and therefore contribute to community rescue. This gives the first indication that (and how) ER may happen in real, complex communities that fluctuate owing to a mix of external and internal forces.

Another novel aspect of our analysis is the hypothesis that CER may involve changes to the oscillatory dynamics governing coexistence before, during and after environmental change. Previous studies have favoured an analysis of ER in the short term, and typically in response to a single abrupt press perturbation. We were able to show that a change in the character of community oscillations may be a signature that a community is undergoing ER. The transient changes in periodicity during ER can be seen in the time series plots but are captured particularly well by wavelet analysis. In both the single- and the two-consumer cases, the period of decline prior to recovery was characterized by a slowing of the periodicity and a reduction in the amplitude of the oscillations of the species undergoing ER. In our case, both effects can be explained by the benefits that the superior competitor has owing to environmental change. With increasing temperature, it becomes more efficient in exploiting the common resource, which leads to higher amplitude cycles of the superior competitor but lower amplitude cycles of the inferior competitor. At the same time, stronger resource exploitation by the combination of the two competitors leads to increasingly lower resource minima during the cycles from which the resource takes longer times to recover, thereby decreasing the frequency of the oscillations. Finally, and perhaps most interestingly, a rescued community does not necessarily occupy the same dynamical state as pre-rescue, i.e. evolutionary and environmental trait changes do not exactly compensate one another but may lead to coexistence at a new balance of altered traits of the competitors. Future theoretical and experimental studies need to explore the generality of these interesting dynamical signatures of CER.

Finally, our simulation results also revealed the possibility that ER may not just be restricted to the period of environmental change (or stress, from the point of the inferior competitor) itself. A species that survives a period of environmental stress may or may not subsequently be rescued, and the eventual fate of the whole community can rely on ER happening after the environment has ceased to change.
This observation highlights the length and intensity of the period of environmental change as a critical factor determining the possibility of ER; it is also complementary to findings emphasizing the importance of adaptation occurring prior to environmental change [9,37].

Our theoretical analyses have produced a number of hypotheses concerning rescue dynamics in real communities, some of which show similarities to previously studied single-species ER (U-shaped rescue dynamics; distinct phases of rescue), while others are specific to the competitive community situation (coexistence on cycles; change of oscillatory regime during rescue). Experiments testing these results will likely begin in laboratory microcosms with short-lived organisms for which trait evolution has been shown to occur at the time scale of community dynamics [38,39]. Experimental verification of our theoretical results—and those of others—is important because the real values of some parameters are hardly known; genetic variance or evolutionary potential (e), for instance, can only be set to arbitrary units in our model. This being said, there is already ample experimental evidence that trait evolution can change the dynamics of experimental communities [38–40]; what is still lacking is experimentation explicitly geared to CER.

We elected to study ER in a system driven by nonlinear resource competition so that we could assemble a simple food web module founded on a single live resource. This is the first pass at the problem, but other, perhaps more general, mechanisms of coexistence could be used to explore community rescue. For example, is community rescue possible in communities coexisting owing to environmentally driven storage effects [41]? Again, we might expect changes in the fluctuations defining the community before and after environmental change. Ultimately, ER always occurs within the context of a multi-species community. Future studies might also incorporate more trophic complexity (e.g. [14]), or other types of indirect interactions. All of these will complicate the story because CER will arise from the joint effect of direct responses to abiotic environmental change, and indirect responses to environmental change as mediated by the species’ interactions. Whether CER is hindered by trophic complexity is an open question of great importance. Many more theoretical studies of this problem will be required if we are to understand the extent to which anthropogenic environmental change will erode the Earth’s biodiversity.
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