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Multiple infections are intensively studied because of their consequences for the health of the host but also because they can radically alter the selective pressures acting on parasites. I discuss how multiple infections have been modelled in evolutionary epidemiology. First, I briefly mention within-host models, which are at the root of these epidemiological models. Then, I present the super-infection framework, with an original focus on how the definition of the super-infection function can lead to evolutionary branching. There are several co-infection models and, for each of them, I briefly go through the underlying mathematics (especially the invasion fitness of a mutant strain) and I discuss the biological assumptions they make and the questions they consequently may ask. In particular, I show that a widely used co-infection model should not be invoked for invasion analyses because it confers a frequency-dependent advantage to rare neutral mutants. Finally, I present more recent frameworks, such as the Price equation framework in epidemiology, that can account for increased parasite diversity. To conclude, I discuss some perspectives for the study of multiple infections in evolutionary epidemiology.

1. Introduction

Host infections by more than one parasite strain or species are ubiquitous in the wild [1–4]. Furthermore, the association between different parasite species in a host is not random as infection by some parasites can facilitate infections by other parasites [5]. Such ‘multiple infections’ (also referred to as mixed infections, diverse infections or polymicrobial infections) are of particular interest to medical doctors [6,7], because they tend to worsen human health compared with single infections [8]. They are also well studied by evolutionary biologists because they alter the selective pressures acting on parasite evolution by adding a level of selection [9–11]. Furthermore, understanding how multiple infections shape virulence may have direct applications for health [12].

In 2010, Rigaud et al. [13] concluded that diverse within-host assemblages make predictions extremely difficult. Indeed, it is necessary to take into account not only the nature of the co-infecting parasites, but also that these may interact in ways that are often unknown. However, these difficulties also emphasize the importance of developing mathematical approaches to improve our understanding of parasite dynamics in settings with multiple infections. This is all the more necessary because selective pressures are strongly affected by epidemiological feedbacks [11].

Epidemiological models that study disease evolution in response to multiple infections fall into two broad categories: super-infection models, which assume that parasites never coexist in a host [14,15], and co-infection models, which assume that strains always coexist in the host [16,17]. Arguably, there is a trade-off between complexity and biological realism, with super-infection models being easily tractable and co-infection models allowing for more details.

From a biological standpoint, most of the models described in this review have been used to investigate the evolution of parasite virulence, which is usually defined as the increase in host mortality owing to the infection [11]. Some studies consider other traits, such as the investment into sexual reproduction versus asexual reproduction [18] or the evolution of the sex ratio [19].
Another important trait is immune escape [20], but the associated models usually do not include co-infections per se (the interaction takes place between one strain and the host immunity elicited by another strain already cleared from the host). Furthermore, in addition to the variety of traits studied, models also differ in the type of questions asked; for example, short-term versus long-term evolutionary outcome or quantitative versus qualitative outcome.

There is a profusion of multiple infection models in epidemiology [16], some of which have uncovered striking results, such as the enhancement of the spread of one pathogen by another [21]. It would require at least a book to review all these models, and I will focus here on evolutionary frameworks, which typically follow the ability of a rare parasite strain (the ‘mutant’ strain) to invade and replace another parasite strain that is already established in the population (the ‘resident’ strain). Note that some frameworks, such as the ‘Price equation’ framework, can capture very diverse parasite populations [22].

This review was largely motivated by the fact that several models currently coexist without there being any clear discussion on their mathematical and biological differences. In fact, as shown in §4.1, one of these models should not be used to address evolutionary biology questions because it is inherently biased (a rare mutant always has a frequency-dependent advantage). Before presenting the super-infection framework, I first give an overview of within-host models, which are at the root of multiple infection models. Then, I discuss co-infection models, which are much more diverse. For instance, they can allow the study of co-infections by closely related parasites [17] or by different species [23]. Finally, I present some more recent models that allow the study of short-term evolutionary dynamics [24] or the study of n-infections, that is, co-infections by up to an arbitrary number of strains [25]. In §7, I compare the relative merits of each of these models and discuss their links with the biology as well as some perspectives for future research.

### 2. Kin selection and ecological models

Multiple infections were first studied in evolutionary biology by focusing on within-host interactions and using these to make inferences at the between-host level. This was largely motivated by the work on the evolution of cooperation. Indeed, as originally formulated by Hamilton [26, p. 224]:

Drawing an analogy between a clone of parasitic bacteria and a long-lived organism, the argument suggests, that bacteria should most readily evolve benign relations with their hosts where it is members of the same clone that suffer most if the host (or local host population) is killed by the infection (or epidemic).

This idea was formalized by Frank [27,28]. Later on, kin selection models were developed that included other types of within-host interactions, such as production of public goods [10,29,30] or interference competition [31]. In short, these kin selection models proceed by expressing the fitness of a focal pathogen $W$ as a function of its phenotypic trait $x$ and of the average trait value in the population, that is, within the host $(\bar{x})$. They then adopt an optimization approach to find the value of $x^*$ that satisfies the two conditions

\[
\frac{\partial W(x,\bar{x})}{\partial x} \bigg|_{x=x^*,\bar{x}=x^*} = 0
\]

and

\[
\frac{\partial^2 W(x,\bar{x})}{\partial x^2} \bigg|_{x=x^*,\bar{x}=x^*} < 0.
\]

The first condition states that $x^*$ is associated with a fitness extremum, and the second condition that this extremum is a maximum. These two conditions define an evolutionary stable strategy (ESS), which is a strategy that is robust to invasion by any mutant with a different trait value. Here, this $W$ can be seen as $R_0$ (table 1), i.e. as the number of secondary infections produced by an infected individual over the course of an infection [28,30]. The relatedness between co-infecting parasites $(r)$ typically emerges in these calculations through the assumption that $\frac{dx}{dx} = r$ [32]. Practically, $r$ is often assumed to be the inverse of the number of co-infecting strains (i.e. $r = 1/n$).

Kin selection models were instrumental in understanding the expression of traits in co-infected hosts. However, when it comes to trait evolution, they are limited by the fact that they tend to lack an epidemiological dimension. They do offer a between-host perspective, but their structure is equivalent to assuming that all the hosts in the population are co-infected by exactly the same number of strains $(n)$. For some within-host interactions such as the production of public goods, adding epidemiological dynamics can qualitatively affect model predictions [33].

It is worth mentioning that several evolutionary ecology models do include such feedbacks. For instance, Eshel [34] modelled the evolution of altruist and selfish genotypes in a metapopulation setting and allowed genotype frequencies to vary among patches. His model shares many features with the co-infection models described below as it shows that there are two conflicting selective pressures. Within

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>basic reproduction number (parasite between-host fitness in a naive population)</td>
</tr>
<tr>
<td>$R_m$</td>
<td>between-host invasion fitness of a rare mutant strain</td>
</tr>
<tr>
<td>$\mu$</td>
<td>baseline mortality rate</td>
</tr>
<tr>
<td>$S$</td>
<td>density of susceptible hosts</td>
</tr>
<tr>
<td>$h$</td>
<td>density of hosts singly infected by i</td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td>density of hosts co-infected by i and j</td>
</tr>
<tr>
<td>$\rho$</td>
<td>host input function</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>virulence of a host infected by i</td>
</tr>
<tr>
<td>$\alpha_j$</td>
<td>overall virulence of a host co-infected by i and j</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>transmission rate of i in single infection</td>
</tr>
<tr>
<td>$\beta_{ij}$</td>
<td>transmission rate of strain i in a host co-infected by i and j</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>force of infection of parasite strain i</td>
</tr>
<tr>
<td>$\phi_{i\rightarrow j}$</td>
<td>super-infection function: the rate at which strain i replaces strain j</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>vulnerability of susceptible hosts to infection</td>
</tr>
<tr>
<td>$\sigma_j$</td>
<td>vulnerability of infected hosts to a new infection</td>
</tr>
</tbody>
</table>

Table 1. Notations used in the article. $v$ indicates variables and equilibrium values are indicated with a tilde, e.g.$\tilde{v}$. 

The first condition states that $x^*$ is associated with a fitness extremum, and the second condition that this extremum is a maximum. These two conditions define an evolutionary stable strategy (ESS), which is a strategy that is robust to invasion by any mutant with a different trait value. Here, this $W$ can be seen as $R_0$ (table 1), i.e. as the number of secondary infections produced by an infected individual over the course of an infection [28,30]. The relatedness between co-infecting parasites $(r)$ typically emerges in these calculations through the assumption that $\frac{dx}{dx} = r$ [32]. Practically, $r$ is often assumed to be the inverse of the number of co-infecting strains (i.e. $r = 1/n$).

Kin selection models were instrumental in understanding the expression of traits in co-infected hosts. However, when it comes to trait evolution, they are limited by the fact that they tend to lack an epidemiological dimension. They do offer a between-host perspective, but their structure is equivalent to assuming that all the hosts in the population are co-infected by exactly the same number of strains $(n)$. For some within-host interactions such as the production of public goods, adding epidemiological dynamics can qualitatively affect model predictions [33].
a patch, altruists are counter-selected because they are exploited by cheaters at the between-patch level, patches with many altruists are favoured because they produce more offspring. More recent ecological models, such as the ‘milker–killer’ predator–prey model, also share similarities with the super-infection models that will be described later. In these models, there is competition between predators (i.e. the pathogen in epidemiological models) for access to prey and this competition takes place locally within patches (i.e. within a host in epidemiology) or between patches [35]. In addition to ecology, other insights came from game theory. Bremermann & Pickering [36] developed a within-host competition model, which they then included in an epidemiological model in a way that resembles more recent so-called nested models, which are discussed in §6 [37]. As I show below, when discussing recent work by Lion [25], it is possible to reconcile epidemiology-based and kin selection approaches.

3. The super-infection framework

The first introduction of multiple infections in evolutionary epidemiology is usually attributed to Levin & Pimentel [14]. They formalized what is now known as the ‘super-infection’ hypothesis, which states that, when an infected host encounters a host already infected by another strain, it can still infect this host (figure 1a). In other words, a strain can ‘steal’ hosts from another strain. The key assumption here is that strain replacement is immediate, so that there is no coexistence inside a host.

The super-infection model is interesting because it already provides us with an example where the basic reproduction ratio (R₀), which is often used as a measure of parasite fitness at the between-host level, is not maximized by evolution (see also [38]). One of the underlying assumptions of R₀ is that the host population is completely susceptible, and this is not the case in an evolutionary epidemiology model because the mutant strain is competing against a resident strain. In many models, it does not affect the results [38] but it matters when super-infection is allowed.

To write the invasion fitness of a mutant strain, we need to find the equilibrium state of the resident population. There are two types of hosts before the emergence of the mutant strain: susceptible hosts, with density S, and hosts infected by the resident strain, with density I₁ (for the sake of clarity, we leave aside the trivial equilibrium where there are no infections by the resident strain). Their dynamics are governed by the following ordinary differential equations (ODEs):

\[
\frac{dS}{dt} = \rho(S, I₁) - \mu S - \beta₁₁ S I₁ \tag{3.1a}
\]

and

\[
\frac{dI₁}{dt} = \beta₁₁ S I₁ - (\mu + \alpha₁) I₁, \tag{3.1b}
\]

where \(\rho(S, I₁)\) is a general function for the host input rate, \(\mu\) is the host base-line mortality, \(\beta₁₁\) is the transmission rate of strain 1 and \(\alpha₁\) is the disease-induced mortality the resident strain causes (i.e. its virulence). For simplicity, we assume here that there is no recovery (see §7). The equilibrium state of interest is

\[
(S, I₁) = \left(\frac{\mu + \alpha₁}{\beta₁₁}, \frac{\rho(S, I₁)}{\mu + \alpha₁ - \frac{\mu}{\beta₁₁}}\right). \tag{3.2}
\]

Note that this solution is not explicit if \(\rho\) is a function of \(S\) and \(I₁\).

The dynamics of a mutant strain (referred to by ‘m’) is given by

\[
\frac{dl_m}{dt} = \beta_m S l_m - (\mu + \alpha_m) l_m + \beta_m \phi_{m \rightarrow 1} l_m l_m
\]

\[
- \beta_1 \phi_{1 \rightarrow m} l_m \tag{3.3}
\]

where \(\phi_{i \rightarrow j}\) is the rate at which strain \(i\) replaces strain \(j\) (assuming that there is contact and transmission between the two hosts). If constrained in [0,1], then it can also be interpreted as a probability of replacement. In a way, \(\phi_{i \rightarrow j}\) captures two factors: the ability of strain \(i\) to replace strain \(j\) and also the resistance of strain \(j\) to super-infection by strain \(i\).

The growth of the mutant strain is simply given by

\[
W_m = \beta_m \hat{S} - (\mu + \alpha_m) + (\beta_m \phi_{m \rightarrow 1} - \beta_1 \phi_{1 \rightarrow m}) I₁. \tag{3.4}
\]

For consistency, we express this fitness in the way we would derive it using the next-generation theorem [39,40],

\[
R_m = \frac{\beta_m \hat{S} + \beta_m \phi_{m \rightarrow 1} I₁}{\mu + \alpha_m + \beta_1 \phi_{1 \rightarrow m} I₁}. \tag{3.5}
\]

While the invasion condition for the fitness is \(W_m > 0\), the invasion condition for the reproductive ratio is \(R_m > 1\) (i.e. each infection should generate on average more than one infection). The rationale for preferring the latter formulation is that it bears many similarities to the \(R₀\) threshold commonly used in epidemiology. Furthermore, equation (3.5) nicely captures the effects of super-infection. On the one hand, it increases the ‘births’ of new infection (via \(\phi_{m \rightarrow 1}\) on the numerator) and, on the other hand, it decreases the

**Figure 1.** Epidemiological models with multiple infections. (a) A super-infection model, (b) a biased model that should not be used for invasion analyses, (c) a co-infection model with parasites from the same species, (d) a co-infection model with parasites from different species and (e) a co-infection model with parasites from the same species in a dimorphic population. The resident system is in black. The host classes related to the mutant (m) are in grey (red online). Arrows indicate infections and lines with a dot indicate virulence events (host death). In (c), a host co-infected twice by the mutant (dashed line) can be neglected because they are rare. In (d), I show only an invasion analysis for a mutant strain of species 1. (Online version in colour.)
duration of the infection, because super-infection by other strains can occur ($\phi_{m-n}$ on the denominator).

If the mutant is identical to the resident, then the super-infection terms cancel out and $R_m = 1$ as $\bar{S} = (\mu + \alpha)/\beta$. This is known as the neutrality condition: a mutant with the same trait values as the resident cannot have a fitness advantage and is most likely to go extinct by drift because it is assumed to be very rare.

Super-infection is predicted to allow for the persistence of more virulent strains provided that they are more competitive at the within-host level [14], which has been shown experimentally for rodent malaria for instance [41]. As also stressed in [42], the super-infection hypothesis is independent from the transmission–virulence trade-off hypothesis, which states that virulence can be selected for if it correlates with increased transmission rate. This can be seen by assuming that $\phi_{m-n} = c\alpha_i$ (where $c$ is a constant capturing the strength of super-infection) and that $\beta_m = \beta_1$ in a population with constant population size normalized to 1 (i.e. $\bar{S} + I_1 = 1$). After some simple calculations involving the results from equation (3.2), the fitness of the mutant strain then becomes

$$R_m = \frac{\mu + \alpha + c\alpha_0(\beta - \mu - \alpha)}{\mu + c\alpha_0(\beta - \mu - \alpha)}.$$  

The evolutionary stable level of virulence is obtained by solving the equation $dR_m/da_m = 0$ for $a_m = \alpha_1 = \alpha^*$, which yields

$$\alpha^* = \beta - \mu - \frac{1}{c}. \quad (3.7)$$

Therefore, even without any link between transmission and virulence, there is a non-zero optimal level of virulence if $\beta > \mu + 1/c$, where parameter $c$ captures the intensity of super-infection (the greater the $c$, the higher the optimal-level virulence).

In its simplest form, the super-infection function introduces a strong nonlinearity in the system: more virulent strains always take over a host, and less virulent strains are always ousted. Nowak & May [15] showed that, because of this, super-infection can lead to the persistence of a high number of strains with complicated (and potentially chaotic) dynamics. This is also discussed in box 1.

Another important result is that the presence of super-infection can alter the effect that variations in host life history have on trait evolution. For instance, increased host background mortality is known to select for increased levels of virulence, because the parasite has only limited time to exploit the same amount of host resources. Under high levels of super-infection, the opposite result is reached, and virulence decreases with increased host mortality [49].

Few evolutionary models have ventured into incorporating super-infection (or more generally multiple infections) in a spatial context. Caraco et al. [50] provide an exception. They show that, as expected, increasing the ‘viscosity’ of the space counter-selects more virulent strains and that one of the effects of super-infection is to favour coexistence between strains.

So far, we have only mentioned studies on the direction of trait evolution or on the maintenance of diversity. One recurrent question in evolutionary ecology is how diversity is generated. The presence of super-infection in epidemiological models has been shown to have the potential to lead to evolutionary branching. Gandon et al. [49] found such branching but their model made an extra assumption, which was that the host population was diverse, with one resistant and one sensitive genotype. More recently, it was shown using a critical function analysis that super-infection can lead to evolutionary branching for some carefully chosen transmission–virulence trade-off functions [43]. However, this branching cannot occur if there is constant population size or logistic growth of the host. Note that, in this model, the super-infection function only depends on the difference between the virulence of the two strains. In box 1, I show that this branching is possible without assuming a transmission–virulence trade-off and only by varying the super-infection function. Because this function stems from within-host dynamics, assessing its exact shape could be more feasible than for the transmission–virulence trade-off, which is likely to be blurred by small parameter variations [51].

At first, the evolutionary branching can seem surprising (why would we switch from directional to disruptive selection?) but it is easy to interpret with an adaptive dynamics perspective [47]. Contrary to most population genetics models, in which fitness is an absolute value associated with a genotype, in adaptive dynamics models fitness is defined as a function of the environment. In a game theory manner, the same mutant strain can invade or not depending on which resident it competes with. Therefore, the fitness landscape changes as the parasite population evolves and what appeared to be a peak from the distance (the singularity) can, in fact, turn out to be a valley once it is reached. The parasite population can thus evolve from a monomorphic state to a dimorphic state, where very virulent parasites (adapted to infecting already-infected hosts) coexist with moderately virulent parasites (adapted to infecting susceptible hosts). See also box 1 for further details.

4. Co-infections frameworks

The super-infection hypothesis simplifies calculations and so allows for strong analytical predictions. However, the assumption that upon infection an invading strain immediately replaces the resident strain in a host is unsatisfying. Co-infection models introduce additional complexity by including a co-infected host class and, as already pointed out, this complexity can be daunting at first. For instance, if there are $n$ strains in the population, following the dynamics of each strain requires of the order of $n^2$ equations. Furthermore, if we want to account for the order of infection, this means that the number of parameters also explodes. And, of course, this is assuming that there can be at most only two strains per host (an assumption most models make).

Contrary to super-infection models, there exists a great diversity of co-infection models. I first present a co-infection model, which is technically incorrect in evolutionary epidemiology but nevertheless is used widely. Then, I present (correct) models that capture co-infection by closely related parasites or by parasites from different species. I conclude the section by discussing models permitting larger numbers of co-infecting strains per host.

4.1. The incorrect co-infection model

Several co-infection models [16,52–54] consist of four host classes: uninfected hosts (of density $S$), hosts infected by a resident strain ($I_1$), hosts infected by a mutant strain ($I_m$) and doubly infected hosts ($D_{1m}$), as shown in figure 1b. It is difficult to trace the origin of this type of model, because it
Box 1. Evolutionary branching and super-infections.

Multiple infections can lead to evolutionary branching in the parasite population [43–46]. Most studies have focused on how the shape of the transmission–virulence trade-off affects the branching [43]. However, it is not necessary to assume such a trade-off to obtain branching and varying the super-infection function itself is sufficient.

To find the singular strategies, we need to derive the invasion fitness of a rare mutant (given in equation (3.4)) with respect to $\alpha_m$, which yields, assuming that $\beta$ and $\alpha$ are independent,

$$\frac{dW_m}{d\alpha_m} = -1 + \beta \left( \frac{d\phi_{m-1}}{d\alpha_m} - \frac{d\phi_{1-m}}{d\alpha_m} \right) I_1. \tag{3.8}$$

For simplicity, we assume a constant population size, whose density is normalized to 1 ($\bar{I} = 1 - \bar{S}$). Furthermore, we know from equation (3.2) that $\bar{S} = (\mu + \alpha_1/\beta)$.

As shown in the electronic supplementary material, appendix D, the secondary derivatives, which we need to assess evolutionary stability and convergence stability, can be written as follows if $\alpha_m = \alpha_1$:

$$\frac{d^2W_m}{d\alpha_m^2} = \beta \left( \frac{d^2\phi_{m-1}}{d\alpha_m^2} - \frac{d^2\phi_{1-m}}{d\alpha_m^2} \right) I_1 \tag{3.9a}$$

and

$$\frac{d^2W_m}{d\alpha_1^2} - \frac{d^2W_m}{d\alpha_m^2} = -2\beta \left( \frac{d\phi_{m-1}}{d\alpha_m} - \frac{d\phi_{1-m}}{d\alpha_m} \right) \frac{dI_1}{d\alpha_1} - 2\beta \left( \frac{d^2\phi_{m-1}}{d\alpha_m^2} - \frac{d^2\phi_{1-m}}{d\alpha_m^2} \right) I_1. \tag{3.9b}$$

The first condition tells us about the evolutionary stability of a singular strategy: if this second derivative is negative, then the strategy cannot be invaded by any other mutant strategy. On the contrary, if it is positive, any mutant strategy can invade. The second condition tells us about convergence stability. If it is positive, the singularity is convergence stable, which means that, in a monomorphic population, the trait value evolves towards it. For further details, see [47].

We investigate the effect that the super-infection function ($\phi$) has on the evolutionary dynamics. In the ‘classical’ super-infection model, $\phi_{i-j} = c\alpha_i$. Therefore, the singularity is bound to be convergent stable (equation (3.9b) is always positive). Note that condition (3.9a) is equal to zero, which means that mutants have neither an advantage nor a disadvantage. This echoes Nowak & May’s [15] result with the coexistence of an infinite number of strategies. In an adaptive dynamics model, because mutants are rare, we expect them to go extinct by drift and to see a distribution of traits next to the ESS, as in figure 2a.

From equations (3.9a) and (3.9b), we see that there are two conditions to be met for the singular strategy to be a branching point. As shown in the electronic supplementary material, appendix D, in the limit where $\alpha_m = \alpha_1$ these can be written as

$$\frac{d^2\phi_{m-1}}{d\alpha_m^2} - \frac{d^2\phi_{1-m}}{d\alpha_m^2} \tag{3.10a}$$

and

$$\left( \frac{d\phi_{m-1}}{d\alpha_m} - \frac{d\phi_{1-m}}{d\alpha_m} \right) > \left( \frac{d^2\phi_{m-1}}{d\alpha_m^2} - \frac{d^2\phi_{1-m}}{d\alpha_m^2} \right) (\beta - \mu - \alpha_1). \tag{3.10b}$$

In order to find a super-infection that satisfies these conditions, it helps to simplify the super-infection process itself by breaking it down into two terms describing the ability of the invading strain to take over the host ($f$) and the ability of the resident strain to resist super-infection ($g$). One can then see the super-infection function at the product of two terms that depend on the virulence of each of the strains (mathematically, $\phi_{i-j} = f(\alpha_i)g(\alpha_j)$). That functions $f$ and $g$ differ can be justified biologically by the fact that one of the strains is always rare, whereas the other is already established within the host.

If we choose the functions so that the first derivative of $f$ is much greater than the first derivative of $g$ and also such that the second derivative of $f$ is slightly greater than that of $g$, we can find a super-infection function that satisfies the branching conditions. For instance, if

$$\phi_{i-j} = ce^{\beta}(1 - \alpha_j), \tag{3.11}$$

where $\beta > \mu + 1/c$. Note that in this model $\alpha \in [0, 1]$.

Biologically, this means that increasing virulence increases the competitive ability exponentially but that the ability to resist invasion does not increase that rapidly (it does increase with virulence though).

With such a function, we obtain evolutionary branching, as shown in figure 2b. At first, the trait value converges towards a singular strategy. The difference from the other scenario is that this strategy is a fitness minimum and therefore any mutant with a lower or a larger fitness can invade. As there is no transmission–virulence trade-off in this model, we expect one of the branches to go to complete avirulence and the other to go to high virulence. As explained in the main text, the branching can be interpreted as parasite specialization to infecting susceptible hosts versus taking over already infected hosts.
is often erroneously attributed to Dietz [55], who uses a different formalism: he does consider four host classes but they are based on a host immune criterion (‘Is a host susceptible to a strain?’) instead of an infection criterion (‘Which strains are present in a host?’).

Although seemingly intuitive, such a four-class model based on infection status should not be used in evolutionary epidemiology. To understand why, let us perform a classical invasion analysis [39,40,56] and perturbate a resident system with strain 1 at equilibrium (equation (3.2)) by adding a second (rare) mutant strain. Mathematically, this results in the addition of two host categories \((l_m)\) and \(D_1\), the dynamics of which are governed by the following equations:

\[
\frac{dl_m}{dt} = (\beta_m l_m + \beta_m l_1 D_1) S - (\beta_1 l_1 + \beta_m l_1 D_1) l_m - (\mu + a_m) l_m
\]

and

\[
\frac{dD_1}{dt} = (\beta_1 l_1 + \beta_m l_1 m + \beta_m l_m) D_1 - (\mu + a_m) D_1.
\]

where \(\beta_i\) is the transmission rate of strain \(i\) in a host co-infected by strains \(i\) and \(j\). For the sake of simplicity, we will assume here that the order of infection (resident then mutant or mutant then resident) does not affect the value of the epidemiological parameters \(\beta_{mn}, \beta_{im}\) and \(a_m\) and therefore that there is only one type of doubly infected host.

As shown in the electronic supplementary material, appendix B, the expression for the invasion fitness of this rare mutant emerging in a population infected by a resident strain (or \(R_m\)) is

\[
R_m = \frac{\beta_m + (\beta_m (\mu + a_m)) \beta_1 I_1 S}{\mu + a_m + \beta_1 l_1} + \frac{\beta_m l_1}{\mu + a_m I_1}.
\]

Let us now consider what happens in the neutral case, i.e. when the resident strain is identical to the mutant strain such that \(a_1 = a_m = 0\) and \(\beta_1 = \beta_m = \beta\). As explained before, we expect to find \(R_m = 1\), because the mutant has no advantage over the resident strain. After some calculations involving equation (3.2) shown in the electronic supplementary material, appendix C, we find that there is neutrality if and only if

\[
\beta_m = \frac{1}{25 + R} (\mu + a_m).
\]

Equation (4.3) implies that the transmission rate of a mutant strain from a co-infected host \((\beta_m)\) is a linear function of the overall virulence in this co-infected host \((a_m)\), which makes sense biologically. The problem is that this linear relationship involves host densities. What would make sense biologically would be that within-host quantities shape the relationship. In other words, there is no reason why epidemiological parameters of a host should be shaped by host densities.

Overall, with this model, the invasion fitness of a neutral mutant strain is likely to be positive for realistic biological assumptions. The mutant’s fitness advantage stems from its rarity: it can infect susceptible hosts and hosts infected by the resident strain, whereas the resident strain can infect susceptible hosts only (hosts infected by the mutant strain are also rare). As the density of the mutant increases, this negative frequency-dependent effect vanishes. For additional discussion on this effect, see [57,58].

### 4.2. Co-infections by the same species

The first (unbiased) co-infection model in evolutionary epidemiology was devised by van Baalen & Sabelis [17]. Note that another co-infection model was published the same year by May & Nowak [59] but it is discussed later on (in the section about co-infection with \(n\) strains), partly because it somehow exhibits the limitation raised in §4.1.

Van Baalen & Sabelis’s [17] model can seem counterintuitive since, as shown in figure 1c, it accounts co-infections by the same (resident) strain \((D_{11})\). As they argue (and as I show in the electronic supplementary material, appendix C), this solves the neutrality problem and avoids giving a frequency-dependent advantage to the mutant. One could wonder what the biological basis for these hosts infected by the same strain is. If we are dealing with macro-parasites, the interpretation is intuitive as \(D_{11}\) can be seen as hosts with a double parasite load. The reasoning is the same for micro-parasites but, given their underlying biology, \(D_{11}\) hosts resemble singly infected host.

In this model, the dynamics of the resident strain are governed by the equations

\[
\frac{ds}{dt} = \rho (s, l_1, D_{11}) - \mu s - \sigma_2 l_1 s,
\]

\[
\frac{dl_{11}}{dt} = \sigma_2 l_1 s - (\mu + a_1 + \sigma_1) l_{11},
\]

and

\[
\frac{dD_{11}}{dt} = \sigma_1 l_1 l_{11} - (\mu + a_1 + \sigma_1) l_{11}.
\]

where \(\lambda_1 = \beta l_1 + \beta_1 D_{11}\) is the force of infection of strain 1 as defined by [16], and \(\sigma_2\) and \(\sigma_1\) capture the vulnerability of \(s\) and \(l\) hosts to a new infection. Whether two co-infected strains share host resources (i.e. \(\beta_1 = \beta\)) or whether co-infected hosts have a doubled parasite burden (i.e. \(\beta_1 = 2\beta\)) needs to be specified in the model hypothesis as discussed later. Note that the vulnerability parameters (\(\sigma_2\) and \(\sigma_1\)) were not present in the original model. They were added later on because they allow the composition of the resident population to be varied by increasing or decreasing the fraction of co-infected hosts [33]. These parameters are assumed to be independent of the nature of the strain but,
as in super-infection models, one could envisage a situation where these σ would vary.

Equilibrium densities of the resident system can be expressed as a function of the equilibrium density of singly infected hosts \((I_1)\):

\[
\left( S, I_1; D_{11} \right) = \left( \frac{I_1}{S} \frac{\mu + \alpha_1 + \sigma_1}{\sigma_1 I_1}; I_1 \frac{\sigma_1 I_1}{\mu + \alpha_1} \right). \tag{4.5}
\]

As the vulnerability of infected hosts to further infection \((\sigma)\) increases, the fraction of co-infected hosts increases. The fraction of susceptible hosts decreases as they become more vulnerable \((\sigma)\) and it increases as infected hosts become more vulnerable.

When the mutant strain emerges, it adds at least three new host classes: hosts infected by the mutant strain \((I_m)\), hosts co-infected by the resident and the mutant strains \((D_{1m})\) and hosts co-infected twice by the mutant \((D_{mm})\). The last hosts can be neglected in an invasion analysis, because the mutant is assumed to be rare and this is a second-order term (it might not be the case if co-transmission is allowed though [60]). In the end, the system of ODEs capturing the mutant dynamics is very similar to previous system \((4.1)\) except that there are hosts co-infected by the resident \((D_{11})\). The invasion analysis, derived in [17,33], also looks similar

\[
R_m = \frac{\beta_m + (\beta_{m1}/(\mu + \alpha_{m1}))) \sigma_1 \alpha_1 I_1 + \sigma_1 (\beta_{m1}/(\mu + \alpha_{m1}) - \mu I_1)}{\mu + \alpha_m + \sigma_1 I_1}, \tag{4.6}
\]

The neutrality condition is checked in the electronic supplementary material, appendix C. I find that if \(\alpha_m = \alpha_i\), \(\alpha_{m1} = \alpha_{i1}\), \(\beta_m = \beta_i\) and \(\beta_{m1} = \beta_{i1}\), then we always have \(R_m = 1\).

The major insight provided by this co-infection model was to highlight the feedback loop between epidemiological dynamics and trait evolution. Van Baalen and Sabelis show that the evolutionarily stable level of virulence increases with the force of the infection \((\lambda_1 = \beta_i I_1 + \beta_{i1} D_{11})\). This is a direct evolutionary effect: the greater the force of the infection, the more co-infections there are and the more virulent strains are favoured (because they are assumed to have a competitive advantage). However, the force of the infection decreases as a function of the virulence of the resident strain \((\alpha_i)\), which creates an epidemiological feedback. The optimal level of virulence is found by combining these two forces.

This model also explored other biological questions in a pioneering way. For instance, van Baalen and Sabelis allow the possibility for parasites to plastically change their strategy in response to co-infection. At the time, there was little evidence for such behaviour, which made the parametrization of their model difficult (but see [61] for a recent review on plastic responses in parasites).

\[
\frac{dS}{dt} = \rho - \mu S - (\alpha_1 + \lambda_2)S, \tag{4.7a}
\]

\[
\frac{dI_1}{dt} = \lambda_1 S - (\mu + \alpha_1 + \lambda_2) I_1, \tag{4.7b}
\]

\[
\frac{dI_2}{dt} = \lambda_2 S - (\mu + \alpha_2 + \lambda_1) I_2, \tag{4.7c}
\]

\[
\frac{dD_{12}}{dt} = \lambda_1 I_2 + \lambda_2 I_1 - (\mu + \alpha_{12}) D_{12}, \tag{4.7d}
\]

where the forces of infection of each species are \(\lambda_i = \beta_i I_1 + \beta_{i1} D_{11}\) and \(\lambda_{i2} = \beta_{i2} I_1 + \beta_{i21} D_{12}\). As before, \(\beta_i\) is the transmission rate of strain \(i\) from a host co-infected by strains \(i\) and \(j\). (For the sake of simplicity, the vulnerability parameters are not shown in these equations but they could apply as in system \((4.4)\).) Unfortunately, the dimension of the resident system of ODEs makes it impossible to obtain an analytical expression for the equilibrium densities, even if the total host population size is constant. This is probably the main drawback of this model, although it could be addressed using the implicit function theorem or numerical approaches.

Let us consider the fate of a rare mutant of species 1. Its dynamics are governed by the following two equations:

\[
\frac{dI_m}{dt} = \frac{\dot{S}}{\alpha_m + \lambda_2 + \mu} + \frac{\dot{I}_1 \beta_{m2} + \sqrt{4 \dot{S} \beta_{m2} \alpha_m \mu + \dot{S} \beta_{m2} \alpha_m + \lambda_2 + \mu} + (\dot{S} \beta_{m2} \alpha_m + \lambda_2 + \mu) \dot{D}_{m22}}{2(\alpha_m + \mu) \alpha_m + \lambda_2 + \mu}, \tag{4.9}
\]

As in the previous case, if we assume that the mutant and the corresponding resident strains are identical (i.e. \(\alpha_m = \alpha_i\), \(\alpha_{m1} = \alpha_{i1}\), \(\alpha_{m2} = \alpha_{i2}\), \(\beta_m = \beta_i\), \(\beta_{m1} = \beta_{i1}\), then we find that \(R = 1\). I show in the electronic supplementary material, appendix C, that the neutrality condition is independent of the input rate of susceptible hosts \((\rho)\), of
the definition of the overall virulence ($a_{12}$) and of the transmission from co-infected hosts ($\beta_{12}$ and $\beta_{21}$).

An important feature of this model is that the mutant strain cannot co-infect hosts with its corresponding resident strain but only with the other resident strain (an assumption that is relaxed in §4.4.). This is why this model seems well suited to a scenario where co-infections only occur between unrelated parasites. In the electronic supplementary material, appendix A, I remove this assumption and allow both for within- and between-species co-infections. The corresponding model is shown in figure 1c. I also find that the neutrality condition is satisfied. This more complicated model could be used to follow parasite evolution after evolutionary branching.

In their study, Choisy & de Roode [23] vary the intensity of within-host competition by varying a single parameter in the definition of the overall virulence (i.e. the virulence expressed by co-infected hosts) and of the transmission rate from co-infected hosts. They show that the more intense the competition, the higher the virulence. They also study the effect of parasite plasticity, which they define as the ability for a parasite to be more (or less) virulent in co-infections than in single infections (a limitation being that their plasticity is a fixed scaling parameter). This plasticity leads to lower ESS values. Finally, contrary to the simplified picture shown in figure 1d, they also include partial recovery in the model. By varying the scaling parameter of the recovery rate, they show that, as the efficiency of the immune response decreases in co-infections (for instance owing to immune impairment), co-ESS levels decrease.

Note that all the effects studied by Choisy and de Roode could also be modelled in the framework for co-infections by the same species [17]. However, their model can capture differences between parasite species. As discussed below, one can assume that the two species have different transmission routes or that their virulences are constrained by different trade-offs [60]. This opens many perspectives to include biological details in co-infection models.

### 4.4. $n$-Infections

The co-infection models described until now share the same limitation that they only allow up to two parasite strains per host. This is not the case for kin selection models, which can easily be applied for a variable number of strains per host $n$ [10] but lack an epidemiological dimension [33].

May & Nowak [59] developed a co-infection model that allows hosts to be infected by an arbitrary number of strains, while maintaining an epidemiological setting. To achieve this, they had to make two simplifying assumptions. First, the overall virulence, i.e. the virulence expressed by co-infected hosts, is equal to the virulence of the most virulent strain infecting this host. Second, transmission rates are unaffected by the presence of other strains. The combination of these two assumptions means that their model bears many similarities to single infection models. In fact, with these two assumptions, the epidemiology of the most virulent strain is identical to what would be observed with single infections only. Less virulent strains are affected because they can share hosts with more virulent strains and this decreases the duration of the infection (which is set by the most virulent strain). The model allows for strain coexistence, because there is no limitation in susceptible hosts: each strain always has access to the same number of susceptible hosts.

(7) the ones it has not already infected. One of the advantages of the model is that it is possible to approximate the average level of virulence in the population ($\bar{a}$) for a case without transmission–virulence trade-off by

$$\bar{a} = a_{\text{max}} \left( 1 - \sqrt{\frac{2\beta}{(\beta - \mu)n}} \right).$$

where $n$ is the number of parasite strains circulating in the host population, which have been assigned random virulence values in $[0,1]$. $a_{\text{max}}$ is the virulence of the most virulent strain. The larger the $n$, the closer the average virulence is to that of the most virulent strain. The authors do not provide any intuitive explanation as to why this should occur. One possibility to interpret this result is to bear in mind that the spread of the most virulent strain is completely unaffected by the other strains. On the contrary, any strain with intermediate virulence will see its spread hampered by more virulent strains. As the number of strains increases, so does the risk that a strain will share its host with a very virulent strain that will kill it rapidly. In the end, the average level of virulence will follow that of the most virulent strains because their spread is lower affected by co-infections and because there are more of them as $n$ increases.

Overall, there is indeed a link between the number of strains and the evolution of virulence, but one can wonder to what extent this is a sampling effect: the more strains there are, the more likely it is that very virulent strains will be found.

Furthermore, it is important to stress that May and Nowak’s model rests on existing diversity. If we analyse their model for $n = 2$, where the second strain is a mutant strain of the first (resident strain), then it is clear that we are again faced with the bias described in §4.1: the second strain can infect any host types, whereas the resident strain can only infect susceptible hosts. Therefore, this model also confesses a problematic frequency-dependent advantage to rare neutral strains.

For almost 20 years, there has not really been any new $n$-infection epidemiological model (i.e. a model that allows for an arbitrary number of strains). However, recently, Lion [25] generalized the van Baalen and Sabelis co-infection model [17] to an arbitrary number of strains. What is particularly satisfying compared with the previous model [59] is that Lion’s model can account for within-host interactions that shape overall virulence and transmission rate from co-infected hosts. The mutant invasion fitness he finds is

$$R_m = \frac{1}{\lambda} \sum_{k=1}^{n} \frac{1}{\prod_{i=1}^{k} \beta_{ij} \prod_{i=1}^{k} \frac{\mu + a_i}{\mu + a_j}},$$

where $\lambda$ is the force of infection of the resident strain, $I_k$ is the density of hosts that are infected by $k$ strains and $f_{kj}$ is a term that captures the within-host competitiveness of the mutant strain (it corresponds to the fraction of infections caused by a co-infected host that transmit the focal/mutant strain).

The notations are slightly different from that used above, because here $\beta_{ij}$ is the transmission rate of a mutant strain in a host co-infected by $k$ other strains and where the mutant was the $j$th strain to infect. As in the van Baalen and Sabelis model, this model captures co-infections by strains from the same species and $R_m$ gives the fitness of a mutant strain that emerges in a population, where a resident strain is already present and at equilibrium. Furthermore, contrary to May and Nowak’s model, this model does not include a frequency-dependent advantage.

With Lion’s model, it is possible to express the evolutionary stable level of virulence as a function of the average number of
strains per host. Depending on the within-host interactions (captured by the function \( f \)), these can select for increasing or decreasing level of virulence. Lion shows that his model can be interpreted in a kin selection framework. He thus recovers classical results from kin selection models [27] with the important difference that he allows for epidemiological feedbacks. In other words, the relatedness between co-infecting parasites, which typically is a constant parameter in kin selection models, is replaced by a demographic average of the number of strains per host.

4.5. Multiple infections and parasite transmission modes

Overall, it is striking to see that, from an epidemiological point of view, multiple infection evolutionary models are simple and usually involve ‘susceptible–infected’ (SI) or ‘susceptible–infected–recovered’ (SIR) settings (and, as discussed below, recovery is not always included). There are some exceptions, which are described below.

The past few years have seen a marked interest in using multiple infections to control vector-borne infectious diseases. For instance, a strain of the vertically transmitted symbiont Wolbachia has been shown to protect Aedes aegypti mosquitoes against dengue, chikungunya and Plasmodium [62]. The problem, however, is that such intervention strategies are not evolutionarily neutral and they can have unexpected consequences [63].

Some have attempted to predict the parasite’s evolutionary response to the spread of a protective vertically transmitted symbiont in the host population. This requires a model with co-infections by different species, where one of the species is transmitted vertically, (from parent to offspring) and the other horizontally; these parasites are denoted vertically transmitted parasite (VTP) and horizontally transmitted parasite (HTP), respectively. In their model, Jones et al. [64] show that the invasion fitness of a mutant for the HTP is slightly simpler than equation (4.9) because one of the parasites is transmitted vertically,

\[
W_{m}^{H} = \beta_{m}((\alpha_{m} + \mu)I_{V} + (\alpha_{m} + \alpha_{V} + \mu)S) - (\alpha_{m} + \alpha_{V} + \mu)(\alpha_{m} + \mu).
\]  

(4.12)

The authors find that the virulence of the VTP \( (\alpha_{V}) \) and the feminization it causes (which increases the density of hosts infected by the VTP, \( I_{V} \)) can both select for more virulent parasites. Of course, the VTP can evolve as well, leading to co-evolutionary dynamics. Note that some models consider co-infections by VTPs [65], but, because they exclude horizontal transmission, they do not fall into our definition of epidemiological models.

Most models assume that virulence, i.e. the decrease in host fitness owing to the infection, is expressed in terms of increased mortality. However, decreasing host fecundity also decreases host fitness. The reason why fecundity is ignored in most models is that it usually does not enter the expression of parasite fitness. VTPs are an exception because obviously castrating the host decreases the parasite’s reproductive success. There are other situations where host fecundity can affect parasite fitness; for instance, if there is spatial structure in the model or if the hosts are allowed to co-evolve with the parasite. However, few (if any) models have combined multiple infections with these settings.

The model used by Sorrell et al. [66] stands out in terms of parasite life cycle. They study the evolution of covert infection, which means evolving from an SIR to an SEIR system, where the E stands for ‘exposed’ hosts, who are infected but not infectious. One of the explanations the authors offer for the evolution of this additional host state is that being exposed could protect the host against super-infection by potentially more virulent strains. Interestingly, they allow virulence to act on both host survival or fecundity.

Another biological process that can affect pathogen evolution is co-transmission, which is the fact that more than one parasite can be transmitted upon a single infection event [60]. This of course requires a co-infection framework (with co-infections either by the same species or by different species) in which transitions from the susceptible state to the co-infected state are allowed. I showed that allowing for co-transmission modifies the selective pressures on the parasite strains (or species) in that the more they tend to co-transmit, the more their interests are aligned. This can lead to unexpected evolutionary outcomes. For instance, for very high co-transmission rates between two different species, a species that is less virulent in a system with only single infections can evolve to be more virulent than another species, which is more virulent in single infections. Furthermore, one of the outcomes of this model is that the prevalence of co-infections can be a poor predictor of virulence evolution because if this prevalence is due to co-transmission we expect different evolutionary outcomes. For instance, for very high co-transmission rates between two different species, a species that is less virulent in a system with only single infections can evolve to be more virulent than another species, which is more virulent in single infections. Furthermore, one of the outcomes of this model is that the prevalence of co-infections can be a poor predictor of virulence evolution because if this prevalence is due to co-transmission we expect different evolutionary outcomes. For instance, for very high co-transmission rates between two different species, a species that is less virulent in a system with only single infections can evolve to be more virulent than another species, which is more virulent in single infections.

5. Short-term evolutionary dynamics

The epidemiology Price equation framework [22,24] allows study of the effect super-infections can exert in the short term. This framework assumes that the parasite population is diverse: \( n \) parasite strains circulate in the population and each strain can have different epidemiological parameters (denoted by a subscript \( i \)). The method tracks the density of susceptible hosts \( (S) \), the total density of infected hosts \( (I_{T}) \) and the average trait values. As explained in detail in the electronic supplementary material, appendix E, and in [67], an SI model with super-infections can be written as

\[
\frac{dS}{dt} = \rho(S, I_{T}) - \mu S - B_{I_{T}} S, \quad (5.1a)
\]

\[
\frac{dI_{T}}{dt} = B_{I_{T}} S - (\mu + \pi)I_{T}, \quad (5.1b)
\]

\[
\frac{d\alpha}{dt} = \text{cov}(\beta, \alpha)S - \text{var}(\alpha) + \text{cov}(\alpha, \beta) \bigg(\frac{\partial}{\partial \alpha}f_{\beta - \alpha} \bigg)I_{T}
\]

\[
- \text{cov}(\alpha, \beta) \bigg(\frac{\partial}{\partial \beta}f_{\beta - \alpha} \bigg)I_{T} \quad (5.1c)
\]

and

\[
\frac{d\beta}{dt} = \text{var}(\beta)S - \text{cov}(\alpha, \beta) + \text{cov}(\beta, \beta) \bigg(\frac{\partial}{\partial \beta}f_{\beta - \beta} \bigg)I_{T}
\]

\[
- \text{cov}(\beta, \beta) \bigg(\frac{\partial}{\partial \beta}f_{\beta - \beta} \bigg)I_{T}, \quad (5.1d)
\]

where notations are identical to those used in the super-infection model ( \( \phi \) is the super-infection rate, \( \beta \) is the transmission rate and \( \alpha \) is the virulence). Lines above a variable indicate average values, the superscript \([J]\) indicates an average over all strains, and \( \text{var} \) and \( \text{cov} \) indicate genetic variances and covariances between two infection life-history
traits. For instance, if the covariance term $\text{cov}(\beta_i, a_i)$ is strictly positive, it means that strains with a high transmission rate ($\beta_i$) also tend to have a high virulence ($a_i$).

Equations (5.1c) and (5.1d) capture variations in the average value of virulence and transmission rate over time but, more generally, the dynamics of any infection life-history trait $x$ are given by

$$\frac{dx}{dt} = \text{cov}(\beta_i, x_i)S - \text{cov}(a_i, x_i) + \text{cov}(x_i, \beta_i, \phi_{j-1,i})/C_0 - \text{cov}(x_i, \beta_i, \phi_{j-1,i})/C_1.$$

(5.2)

Note that, in all these equations, I assumed for simplicity that there is no mutational bias [67].

Let us focus on the equation governing the dynamics of the average virulence (equation (5.1c)). The first term is proportional to the density of susceptible hosts and indicates that higher levels of virulence can be selected if they increase the parasite transmission rate (which is also known as the transmission–virulence trade-off). The second term goes in the opposite direction and it captures the fact that virulence is always counter-selected because it decreases infection duration (as long as virulence is variable in the parasite population, $-\text{var}(a_i)$ will be negative). The last two terms are due to super-infection, and it is not a coincidence that they are proportional to the density of infected hosts ($I_t$). In short, more virulent strains are favoured if they are more capable of taking over hosts already infected ($\beta_i, \phi_{j-1,i}$) and they are counter-selected if they are more susceptible to super-infection ($\beta_i, \phi_{j-1,i}$). Note that the averaging over all the other strains $j$ in the population is slightly different when taking over new hosts and when being super-infection as in the former case there is only one transmission rate (that of the focal strain). The exact same reasoning can be applied to the evolutionary dynamics of the transmission rate (equation (5.1d)) or any infection life-history trait (equation (5.2)).

The advantage of this formulation is that it tracks changes in average trait value as the total densities of susceptible hosts or infected hosts vary. Therefore, we directly see how epidemiology feeds back to affect trait evolution. We also see that transmission and super-infection rates are both included in some covariance terms, which implies that it could be very difficult to tease apart effects owing to super-infection from effects owing to transmission rate [42].

Day & Gandon [68] recently extended this framework to study the consequences multiple infections can have on the evolution of two traits that are determined by a single locus. A typical example is multi-locus drug resistance. The Price equation approach unravels the importance of feedbacks between the epidemiological and evolutionary dynamics. In particular, the rate at which hosts meet affects possibilities for recombination, which determines how fast multi-locus resistance spreads. Note that their framework can also be used to study the role of recombination in the evolution of drug resistance over the course of an infection, e.g. in the case of human immunodeficiency virus.

6. Nested models with multiple infections

Within-host models of co-infections were briefly presented in §2, but some studies have worked on nesting these models into evolutionary epidemiology models. One of the critiques against these so-called nested models is that they sometimes can be unnecessary, as analyses can be performed at the within-host level first and then at the between-host level [37]. If co-infections are allowed, nesting becomes more relevant, because the time at which a new strain can co-infect a host depends on the epidemiological state of the population.

Coombs et al.’s [69] study raises these questions, although their model could be argued not to be a real co-infection model because all infected hosts are co-infected (what varies is the ratio of each of the two strains within each host). The system they analyse can be written as follows:

$$\frac{dS}{dt} = b - \mu S$$

$$- S \int_0^t \int_0^t I(t, a, x_0) \beta(a, x', x_0) I(t, a, x_0) dx_0 dx'_0 da,$$

(6.1a)

$$\frac{\partial I(t, a, x_0)}{\partial a} + \frac{\partial I(t, a, x_0)}{\partial a} = - (\mu + \alpha(a, x_0)) I(t, a, x_0)$$

(6.1b)

and

$$I(t, 0, x_0) = S \int_0^t \int_0^t \beta(a, x', x_0) I(t, a, x_0) dx_0 dx da,$$

(6.1c)

where $\beta(a, x', x_0)$ is the transmission rate that creates new infections with strain mix $x'_0$ from individuals that were initially infected with a mix $x_0$. $I(t, a, x_0)$ is the density of hosts infected $a$ units of time ago by an initial mix $x_0$ and $\alpha(a, x_0)$ is the virulence of these infected hosts.

One limitation of their model is that the infection always needs to be seeded by a fraction of the two viruses. This way, the authors only need to follow the composition of the initial dose that seeded the infection. This makes the approach similar to Price equation models [24], where one follows the average value of an infection life-history trait (e.g. virulence over time). From a more biological point of view, the fact that the two strains are always transmitted together bears many similarities to a co-transmission model [60]. This raises specific issues, because, in this situation, the fitness of the two parasites are linked.

Alizon & van Baalen [44] incorporated within-host dynamics in the co-infection model developed in [17]. As indicated above, one of the issues raised by multiple infections is that time scales overlap. In this model, this is materialized by the fact that, in a co-infected host, the newly arrived strain might not have the time to replace the resident strain before the end of the infection. They approximate the growth of the second strain using the following function:

$$x(t) = x_0 e^{\Delta t},$$

(6.2)

where $x$ is the density of the second strain, $x_0$ is its initial dose and $\Delta t$ is the difference between the within-host fitness of the second and the first strain. The reproductive output, $B_0$, the second strain can achieve from a co-infection is obtained by weighting this density with a survival function,

$$B_1 = \int_0^\infty x(t) e^{-(\mu + \alpha(t))} dt.$$

(6.3)

In the ‘classical’ co-infection model by van Baalen & Sabelis [17], the singular strategy (where the fitness gradient is zero) is always evolutionarily stable. Therefore, the pathogen population eventually reaches a state where all the strains have the same virulence, which corresponds to an ESS. One of the consequences of the overlap between the within-host and the between-host dynamics is that the evolutionary stability of the
singular strategy can change. What was an ESS then becomes a branching point (see §3 and box 1 for further details).

In some cases, the nesting is less essential as the within-host and the between-host dynamics are studied separately. However, it can still help to formulate biologically relevant hypotheses. For instance, Alizon & Lion [33] analysed an earlier kin selection model for within-host public goods production [30] and included an explicit within-host model to derive epidemiological parameters (virulence and transmission rate). In the same vein, Boldin & Diekmann [70] analysed a nested model with super-infections. The originality of their approach is that it relies on a branching process to evaluate the success of the super-infection. They consider three possibilities for the super-infection: (i) a discontinuous function (it only takes values 0 or 1), (ii) continuous function that is not differentiable in 0 (arguably the most biological case) and (iii) a fully continuous function. Their goal is to see whether within-host and between-host selective pressures coincide or not. They show that the assumption made on the super-infection function has important consequences for whether the continuously stable strategy at the within-host and at the between-host level match or not. They also show that super-infection can lead to evolutionary branching depending on the shape of the transmission–virulence trade-off function (see also box 1 and [71] for further details).

7. Discussion

There is a growing interest in multiple infections not only because of their clinical implications [6,7] but also because they can radically modify selective pressures acting on pathogen evolution [9,10,13]. However, considering what happens in a co-infected host is not sufficient to accurately predict virulence evolution because of epidemiological feedbacks, hence the necessity for evolutionary epidemiology approaches [11,33].

The super-infection framework allows for analytical approaches but this comes at the expense of biological realism. Furthermore, its biological relevance is criticized even for the case of bacteriophage lambda, for which recent results show that coexistence within the same bacterium is possible owing to multiple integration sites [72]. The co-infection framework is more realistic in this respect. However, it raises many biological and technical questions. Three co-infection models currently coexist. I show that one of these models is inherently biased because it is not neutral: it generates a frequency-dependent advantage, so that a rare strain will grow in the population almost independently of its trait value. This model is widely used in epidemiology [16,53,54] and this is perfectly fine as long as one does not use it to perform an invasion analysis. One way to address this problem is to consider co-infections twice by the same strain [17]. Another way is to consider a system with two resident strains [23]. Note that this neutrality problem is not restricted to virulence evolution models but that it occurs for any invasion analysis [58]. The model with co-infections twice by the same strain has the advantage that its resident state (i.e. with only one strain in the system) can be derived analytically, which greatly increases the tractability of the model. However, a potential limitation can come from the biological interpretation of the hosts co-infected by the same strain. They have been considered to be hosts with a double pathogen load [58] or to be hosts identical in all points to singly infected hosts [17]. The most appropriate assumption depends on the host–parasite interaction studied, but data are likely to be lacking because, by definition, the pathogens from the first and from the second infection event are undistinguishable, which makes it difficult to know if a host is singly or doubly infected by the same strain. Overall, the main limitation of this model is that testing it with data is complicated. One possibility could be to consider scenarios similar to some plant fungal pathogens, where each infection is restricted to an organ (a leaf).

Another experimental problem is that it seems difficult to compare a system with or without co-infections when dealing with closely related parasite strains. One way to circumvent this problem is to vary host background mortality rate, the idea being that with higher rates there should be fewer multiple infections. This was performed by Ebert & Mangin [73], although their motivation was not to study multiple infections in the first place. In addition, Day & Gandon [22] show that short-term evolution and demographic feedbacks can further complicate the results.

The model introduced by Choisy & de Roode [23] solves many of the issues related to biological over-simplifications. Their model is best suited to describe the case of co-infections by different species, a scenario for which there are more biological data [9]. Indeed, it is simpler to perform evolutionary experiments with or without co-infection by different species [11,74]. The main limitation of this model is technical, because the resident equilibrium state cannot be solved analytically.

In the electronic supplementary material, appendix A, I derive a model that alleviates the assumption made by Choisy and de Roode [23] that co-infections can only occur between different species (and not between a mutant and a resident strain of the same species). This model could be used to study what happens after an evolutionary branching in a population, i.e. a parasite population with two resident strains that diverged recently.

Few models allow for the host to be infected by more than two strains. May & Nowak [59] develop a model to study virulence evolution in which they allow for a potentially infinite number of strains to coexist within a host. However, this is not an invasion analysis as all the strains are present in the population initially, and the authors look at the equilibrium distribution of strains. It also exhibits the negative frequency-dependent bias mentioned above. Recently, Lion [25] developed an extension of the van Baalen and Sabelis co-infection model to allow for more than two strains per host. One particularly insightful aspect of Lion’s results is that they can be analysed in a kin selection perspective, thus allowing comparisons with earlier results to evaluate the role of epidemiological feedbacks. Finally, the newly developed Price equation framework in epidemiology combines an explicit description of the genetic diversity of the population, which is inherent to population genetics models, with the dynamic features of epidemiological models.

Several of the implications of multiple infection models for experimental evolution are discussed in [11]. Regarding theoretical approaches, one challenge is to manage to incorporate data on within-host competition between different parasite strains into an epidemiological setting. One possibility for this would be to use a Price equation framework, as done by Day et al. [75] for single infections. The problem is that this framework cannot yet deal with co-infections and has to rely on a super-infection assumption.
Another topic that has received little attention to date is the role of partial recovery, i.e. when hosts only clear one of the co-infecting parasites but not all of them. Most models assume full recovery that occurs at a constant rate and completely cures the host. Allowing for partial recovery (only one parasite strain is removed) would complicate the transitions between host classes but could prove to be essential if one of the parasites causes severe/acute infections. Related to this idea, accounting for the immune status of the host is also a largely open question. More generally, allowing for cross-immunity between parasite strains/species would be interesting in that it would allow parasites to interact through the immune system of a host without requiring that the two are present in the host at the same time. Capturing the exact shape of cross-immunity functions could prove to be difficult but, on the other hand, not requiring parasite coexistence in the host would greatly improve the biological insights of super-infection models.
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