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Medical ultrasound imaging has advanced dramatically since its introduction only a few decades ago. This paper provides a short historical background, and then briefly describes many of the system features and concepts required in a modern commercial ultrasound system. The topics addressed include array beam formation, steering and focusing; array and matrix transducers; echo image formation; tissue harmonic imaging; speckle reduction through frequency and spatial compounding, and image processing; tissue aberration; Doppler flow detection; and system architectures. It then describes some of the more practical aspects of ultrasound system design necessary to be taken into account for today’s marketplace. It finally discusses the recent explosion of portable and handheld devices and their potential to expand the clinical footprint of ultrasound into regions of the world where medical care is practically non-existent. Throughout the article reference is made to ways in which ultrasound imaging has benefited from advances in the commercial electronics industry. It is meant to be an overview of the field as an introduction to other more detailed papers in this special issue.
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1. INTRODUCTION

Medical ultrasound systems have experienced a revolution in recent years owing to increasing compute power of modern electronics. Capabilities considered to be a fantasy only a few years ago are now taken for granted. In many ways, these advances mirror those in the consumer electronics industry and make use of them. Computing power has dramatically increased ultrasound system capability, but it has also significantly widened the application space in which ultrasound can be found. Ultrasound is now being used in doctors’ offices, emergency departments, ambulances, surgical intervention suites and in developing countries with little access to medical imaging technology. Miniaturization of other components enables the body to be visualized from within the oesophagus and even inside blood vessels and the heart. This paper will describe the state of the art in ultrasound systems and some of the technologies that are now commonplace, though many are only a few years old. Other papers in this special edition will describe some of the more novel technologies that are less fully developed.

2. BEAM FORMATION

2.1. Early evolution

The first ultrasound systems consisted of a handheld transducer that pointed a beam directly in line with its handle. The signal amplitude was proportional to the strength of the reflected signal. This A-mode was mostly of academic interest until motion, or M-mode, was developed in which the signal amplitude was displayed as a function of time (figure 1) [1]. Cardiologists were then able to visualize the motion of heart valves, diagnosing many cardiac valvular anomalies. Two-dimensional brightness, or B-mode, was developed using position-sensing arms to record the location and direction of the ultrasound beam to provide the first ultrasound imaging (figure 2).

The first real-time ultrasound was developed in the late 1970s by placing three transducers on a rotating wheel, which allowed the system to keep track of where the transducer was pointing within the image plane. This early real-time B-mode led to a more rapid adoption of ultrasound as an established medical imaging technique (figure 3) [2].

2.2. Array beamforming

The complexity and reliability issues of mechanically scanned transducers led to the development of array systems in which the beam is steered electronically, transmitting sound from a series of ultrasonically active elements in the transducer. Linear arrays step the beam along the transducer and produce images with full image width up to the skin’s surface (figure 4). This was first widely used to image pregnancy as near-field image width is important given the shallow depth of the foetus, and the sound was, and still is, considered to be harmless to the developing foetus.
It was soon found that the image could be significantly improved by focusing the beam as a function of image depth. Reflected sound arrives first at the centre of the array and a few microseconds later at the outer edges. By delaying the sound at the centre until it is in phase with that coming from the outer edges, a much more tightly focused beam can be generated. Owing to the principle of reciprocity, the transmit beam can also be focused by applying the transmit pulse earlier to the outer elements. By changing the delay curvature, the beam may be focused at different depths (figure 5).

Since the ultrasound beam is generally transmitted by the same transducer as that receiving the reflected signal, and the speed of sound is known, the depth from which a given received signal is also known. This allows dynamic focusing of the received signal in real time so that the received beam is in focus over the entire depth of the image. This is impossible for the transmit beam, as, once it is launched, the system can no longer affect it, so most medical ultrasound systems provide a focal point indication to the user. To obtain optimum focus over the entire depth of field, multi-zone transmit was developed, in which several transmit pulses are sent for each line, focused at a different depth. Then the final image is formed out of the portions of those partial images that are most in focus (figure 6). This has the drawback of reducing the frame rate.

Phased arrays steer the image by changing the phase of the transmitted ultrasound signal from a relatively smaller array, rather than by changing the physical location of the centre of the beam (figure 7). To steer the beam, the signal is transmitted first from the element farthest from the direction of the desired scan direction and sent progressively later to elements closer to the scanline. The signals all line up in phase in the scan direction but interfere destructively with each other elsewhere. This can be combined with focusing described earlier, providing steering and focusing with no moving parts.

Although the first phased array was developed for use in the brain, phased arrays saw their first major application in cardiology. Since ultrasound is highly attenuated by bone, cardiac images are generally acquired by sending the beam between the ribs. Since the ultrasound beam originates from the same location for each scanline, phased arrays produce a fan beam, perfect for this purpose. Electronic beam steering also enabled the development of simultaneous modes, which was especially important for cardiology. It was now possible to provide a B-mode image in real time with a simultaneous M-mode display, so that cardiologists could see a very detailed view of the motion of a cardiac valve as well as the location from which it was acquired.

Early array systems used analogue switched delay lines to provide the required delays in the received signals, but digital beamforming soon replaced the complex analogue circuitry required. This also provided more flexibility to program new beam sequences, allowing new imaging modes to be developed. The processing requirements for digital array beam steering and focusing are extremely large and have until recently only been done with dedicated electronics, typically custom-designed application-specific integrated circuits (ASICs). For example, a typical array might have 128
Figure 4. Linear array scan showing (a) transducer and scan plane geometry; (b) early OB linear array image showing vertical scan lines; and (c) a modern linear array image. (From Kremkau [1].)

Figure 5. Array focusing showing delays for close focus (a) and far focus (b). (From Kremkau [1].)
elements, each sampled at 20–40 MHz. This requires from 2.5 to 5 billion operations per second just for the receive beam formation process. Since these are repetitive and deterministic actions, ASICs are ideal for this purpose.

In many applications, frame rate is a critical performance metric. This is especially true for capturing rapidly moving cardiac valves or colour flow imaging that uses multiple pulses to estimate blood flow velocity. The advent of digital beamforming made multiple line parallel processing feasible. In this case, a wider transmit beam is used to cover several look directions at once. Then the receive beamformer forms two or more beams from the same received data by imposing slightly different delays on the received signals. This degrades the resolution slightly, as the transmitted beam is not as tightly focused, but, since most of the focusing effect comes from the receive beamforming, the degradation is minimal, in exchange for the benefit of a factor of two or more increase in frame rate. Parallel beam formation is also critical to three-dimensional scanning as 50–100 scanplanes may be needed to acquire a single volume dataset.

2.3. Doppler flow detection

Pulsed Doppler was developed in the 1970s to measure blood flow velocity at a specific location and the result is presented as a velocity or frequency spectrum over time (figure 8). Ultrasound measures the velocity component parallel to the sound beam based on the Doppler equation

\[ f_D = 2f_0 \frac{v}{c} \cos \theta, \]

where \( f_D \) is the measured Doppler frequency, \( f_0 \) is the ultrasound centre frequency, \( v \) is the flow velocity, \( c \) is the speed of sound in tissue and \( \theta \) is the angle between the sound beam and the flow velocity. To compensate for the Doppler angle, an angle cursor is often used to estimate absolute velocity, as shown in figure 9.

Colour flow imaging was developed in the early 1980s using the beam agility of an array system to rapidly obtain Doppler information throughout the field of view. Colour flow samples the velocity field a few times in each look direction, estimates the principal Doppler frequency component in each location, and creates an image showing the location and axial velocity component of blood flow at every location in the image (figure 10). Colour flow is often used to locate regions of interest, such as high velocity at a stenosis, and then pulsed Doppler is used to quantify the velocity. Since flow velocity direction typically varies over the two-dimensional image, little effort is made to angle correct it. Many academic researchers have proposed novel ways of acquiring the absolute flow direction, usually by acquiring the Doppler signal from different directions simultaneously; none has been commercialized for mainstream use.

2.4. Two-dimensional matrix arrays

So far we have only discussed focusing and steering azimuthally within the image plane. For two-dimensional scanning, the transducer is diced into a series of longitudinal elements that might be less than 0.5 mm wide,
but 10–20 mm long (figure 11). The beam can also be focused in elevation, but until recently this was done with an acoustic lens. The lens configuration is chosen to give good focusing at the typical depth at which a given transducer is expected to be used, but not so strong as to make deeper or shallower locations too far out of focus. In recent years, some manufacturers have introduced elevation plane focusing by dicing the array into a few strips longitudinally, but very little elevational steering was possible.

Very recently, two-dimensional arrays have become possible, with the transducer diced completely in both directions into a matrix of transducer elements (figure 12). This allows steering and focusing of the beam anywhere in the image volume electronically and virtually instantaneously. This poses many new challenges. The 128–256 elements in a conventional array are each driven by a tiny coaxial cable housed in a single cable, although this is clearly impossible for an array of 2000–8000 elements. Matrix array beamforming is made possible by integrating part of the beamforming within the transducer itself using new types of custom ASICs. The elements are grouped into 100–200 small patches of elements, which require much smaller delays for steering and focusing.

Figure 9. Carotid colour and pulsed wave Doppler showing spectrum without (left) and with (right) angle correction on a frozen image (cursor highlighted in cyan for visibility).

Figure 10. Carotid bifurcation showing complex velocity patterns in a colour flow image.

Figure 11. Phased array elements compared with the size of a human hair.

Figure 12. Matrix array elements compared with a human hair.
Then each of these is connected to the system with a cable to finish the beam formation with larger digital delays. This new technology blurs the traditional distinction between passive transducer and system since the transmitters, preamps, some beamforming delays and other active electronics reside within the transducer housing.

With the continuing size reduction in electronics, matrix arrays can now even be integrated into a volume small enough (figure 13) to be inserted into the oesophagus for real-time three-dimensional scanning of the heart (figure 14). This avoids the image degradation from ribs, lungs and fat layers, especially in obese patients. It also allows cardiac monitoring during surgery as the transducer is out of the way.

### 2.5. Tissue aberration

One aspect of ultrasound imaging that differs significantly from other imaging modalities such as magnetic resonance and computerized tomography is that the ultrasound beam undergoes distortion and aberration depending on the tissue through which it is propagating. One of the simplest forms of aberration is the difference in speed of sound in different tissues. The speed of sound in fat is slightly lower than in most other tissues (1440 m s\(^{-1}\) versus 1540 m s\(^{-1}\)), so the assumption the system makes in its beamforming calculations can be slightly wrong, leading to incorrect focusing. Some ultrasound manufacturers have recently introduced a speed of sound correction feature, which takes this into account and can significantly improve image quality, especially in larger patients.

True aberration correction has been pursued academically for many years, in which the system tries to estimate the distortion in the signal at each element by cross-correlation methods. Although this has been made to work in highly controlled experimental situations, it has never been made robust enough to be used in any commercial products. One reason for that failure put forward by many researchers is that the distortion is a two-dimensional problem that cannot be solved with a one-dimensional array. Matrix arrays may remove that drawback, but the processing complexity of per-channel aberration correction is large and the implementation hurdles very high [3–5].

### 3. ECHO IMAGE FORMATION

Following beam formation, there are some 64–256 or more lines of radiofrequency (RF) data that represent the acoustic backscattered signal from the different scanning directions. These are typically filtered digitally with a complex bandpass filter to reduce out-of-band noise and simultaneously produce an analytic signal of real and imaginary components. While B-mode imaging does not really need the analytic signal, most other imaging modes such as Doppler and colour flow do, and the same processing hardware can be used for all modes. For B-mode, the analytic signal is detected by taking the square root of the sum of the squares of the real and imaginary components. Other modes will be described in following articles.

#### 3.1. Scan conversion and RF interpolation

The acoustic data are acquired in a spatial format determined largely by the transducer geometry. This must be converted to the orthogonal raster format used for video display. The earliest scan converter was a video camera pointed at an XY oscilloscope display. Today this is all done digitally or in software. The filtered and detected amplitude data are stored in a large memory and the acoustic data needed for each pixel are read and interpolated to produce the final image.

Traditional processing treats each acoustic line as an entity, performing the required filtering and detection down each line independently. In the mid-1990s, it was found that by interpolating the RF data prior to detection the line density could be reduced, increasing frame rate, or tighter focusing could be achieved, increasing resolution. Thus, additional lines of interpolated acoustic data are generated prior to detection and scan conversion.

#### 3.2. Speckle and speckle reduction

A characteristic of ultrasound imaging that differs from other modalities is that it is a coherent process, which leads to constructive and destructive interference when scattered from a diffuse scattering medium. This leads to coherent speckle, much like that seen in a magnified laser beam. There is no known way to analytically remove this speckle but several techniques have been developed to reduce it. Simple spatial smoothing generally degrades spatial resolution to an unacceptable level, so is seldom used.

Frequency compounding reduces coherent speckle by detecting the signal at different frequency bands within the transmitted spectrum and combining the results.

---

Figure 13. Philips X7-2 matrix transducer for imaging the heart in three dimensions in real time from within the oesophagus.
Since different frequencies have different speckle patterns, the standard deviation of the speckle in the final image is reduced by averaging \[6,7\]. Spatial compounding is a similar concept, in that frames are generated at different angles (figure 15), which have different speckle patterns, and the final image has reduced speckle owing to the averaging effects (figure 16) \[8,9\].

Increased computer speeds in recent years have allowed more complex image-processing techniques to also reduce speckle artefacts while preserving image detail. XRES, introduced by Philips, uses multi-resolution image processing to adaptively smooth speckle and enhance structural edges. It involves an analysis phase (in which artefacts and targets are
Improvements in transducer bandwidth and attenuation owing to frequency-dependent attenuation. Harmonic generation by the transmitted sound beam are highly attenuated because the harmonics that are generated by the transmitted sound beam are highly attenuated owing to frequency-dependent attenuation. Improvements in transducer bandwidth and beamformer sensitivity allowed these tissue harmonics to be visualized. But what led to the improved image quality?

First, the harmonic beam is significantly narrower than the fundamental beam, even one transmitted and received at the higher frequency. Harmonic energy creation is essentially a squaring process, so harmonic energy only gets created where the transmitted beam is at its most intense. Most of the lower intensity energy and sidelobes of the transmitted beam are not sufficiently intense to create harmonic energy, resulting in a narrower beam and better resolution (figure 18).

The other aspect of tissue harmonic imaging (THI) that has an even more dramatic effect on image quality is its ability to reduce artefacts from shallow structures. Ultrasound images are often acquired between ribs, or through surface fat layers. Ribs and fat layers produce distortions, reflections and reverberations that can lead to a near-field haze often seen in fundamental imaging. THI reduces this problem because the imaging beam is not created at the skin surface but by the propagating wave, and therefore does not even exist in the first couple of centimetres. Thus, THI significantly reduces overall image clutter, especially in the near field (figure 19) [14–19].

3.3. Tissue harmonic imaging

Harmonic imaging, in which a pulse is transmitted at one frequency and received at twice the transmitted frequency, was originally developed to detect the nonlinear vibrations of ultrasound contrast microbubbles. This will be discussed in detail in another article. Early in contrast imaging, however, researchers noticed that the images acquired prior to the arrival of the contrast had better image quality than those made at the fundamental, even at the higher frequency. It had long been known that sound propagating through tissue created harmonics of its centre frequency [12,13]. Tissue (water) is generally considered to be incompressible and the speed of sound independent of pressure. However, at high acoustic amplitudes, sound speed is slightly higher than at ambient pressure and the peak of the sound wave actually travels faster than the local sound speed. Conversely, in the trough, the speed of sound is slower. This leads to peaking of the sound wave, and the creation of harmonics (figure 17).

Tissue was generally considered to be a linear propagation medium because the harmonics that are generated by the transmitted sound beam are highly attenuated owing to frequency-dependent attenuation. Improvements in transducer bandwidth and spatial compounding [10,11].

3.4 Three-dimensional imaging

Early three-dimensional imaging used handheld transducers and either made assumptions about the spatial relationship between image planes or used motion sensors to estimate transducer position. This made dimensionally accurate three-dimensional imaging impossible. Later arrays were affixed to mechanisms that wobbled the array from side to side. This provided information as to exactly where the image plane was being acquired and allowed volumetric measurements to be made accurately for the first time. However, the transducers are large, heavy and difficult to use intra-costally compared with a matrix transducer (figure 20).

Three-dimensional scanning provided by matrix array technology provides many additional new features such as X-plane, in which two, often orthogonal, planes are acquired simultaneously (figure 21). This is very useful in both cardiology and general imaging when orthogonal planes are required for volume measurements, especially in rapidly moving structures such as the heart or a foetus in which slower volume rates can be limiting.

Figure 17. Tissue harmonic generation: as the wave propagates, the higher pressure portion of the wave travels faster owing to the higher density of the medium and the lower pressure travels slower, leading to wave distortion and harmonic generation.

Figure 18. Harmonic energy is only created in the central, most intense portion of the beam, resulting in a narrower beam and improved spatial resolution.
Since conventional arrays are focused in elevation with a fixed lens, compromises in scanplane thickness must be made to obtain reasonable resolution in elevation throughout the depth of field. With full three-dimensional focusing and steering the beam can be optimally focused throughout the depth of field, making the final slice thickness much thinner than can be obtained with a fixed lens (figure 22). Alternatively spatial compounding can be done in elevation with thick slice imaging, where multiple simultaneous thin slice planes are acquired very close together in elevation, and the planes are then combined to form a smoother image, making small structures easier to locate without sacrificing detail.

3.5. Panoramic imaging

Since the near-field image width is limited by the width of the transducer, it is difficult to obtain a wide view of shallow structures. Panoramic imaging allows the transducer to be moved along the patient’s anatomy, blending multiple images together to form one long image with an extremely wide field of view. This feature uses cross-correlation techniques to compare consecutive images, rotating and stitching them together to form the final image (figure 23) [20,21].

4. SYSTEM ARCHITECTURES

Early ultrasound systems were built using all analogue circuitry with dedicated hardware for each function. The advent of digital processing has increased the flexibility and power of ultrasound systems dramatically. Now most systems use common hardware for all processing, changing the algorithms depending on the imaging mode. The flexibility has also led to the more rapid development of new imaging modes, since the hardware can often be reprogrammed for the new mode, at least for prototype development.

Since ultrasound imaging is almost exclusively real time, data storage is critical. Equally important is understanding and addressing the use model in different geographies. For example, in some countries the physician scans the patient and makes a diagnosis immediately, needing only enough documentation for the patient’s record. In other countries, a sonographer scans the patient and sends the images to a review station on the hospital network image storage system. In that model, the physician often does not see the image on the system on which it was acquired, but on a workstation built by a different vendor. The development of standardized image storage formats and compression techniques such as DICOM makes this possible.
4.1. Synthetic aperture

Some newer architectures use synthetic aperture techniques borrowed from radar, in which a broad beam is transmitted covering many look directions, and the received signals from each element are stored into a very large memory. Then the central computer calculates the many beams that could be produced within the broad transmitted beam \[22–24\]. This is very much like the multi-line processing described earlier, except that the beam formation is done by a programmable computer instead of dedicated beamforming hardware. This has the advantage of potentially extremely high frame rates, but has a trade-off in sensitivity. When the transmitted beam is spread over such a wide area the local power density, and hence sensitivity, is significantly reduced. Also, the computer power required for real-time operation is very high and may impose the limit on frame rate. This does add a new dimension to the many trade-offs in ultrasound system design and may find application in areas where the frame rate is critical and sensitivity less important, or where very rapid acquisition is important but real-time operation is not required.

4.2. Pixel-oriented processing

Related to synthetic aperture is the concept of pixel-oriented processing. Conventional ultrasound processing treats every beam as an entity, beamforming it, filtering it and then scan converting it along with many others into a final image. Alternatively, one can consider an image as a set of pixels, each of which is composed of some raw data that have been processed. One can then back propagate the processing requirements for the pixel being produced, read all the raw data required to produce that pixel, and calculate it individually. As computers become more powerful this concept is starting to gain traction, though it is not yet used in any mainstream ultrasound products.

5. PRACTICAL CONSIDERATIONS

5.1. Wide range of markets

The ultrasound market spans many different clinical applications and economic and geographical markets. It is impractical to design a different system for each of these, so most manufacturers develop their designs for multiple applications, leading to a broad product family to address the different markets (figure 24).

5.2. Ergonomics and workflow

In recent years, repetitive stress injury has been an increasing problem among ultrasonographers. They are often holding the transducer for many hours a day and constantly moving their other hand to press the controls. In addition, they are often required to use systems from different manufacturers, depending on the examination and patient load. In the last few years, a great deal of effort has gone into streamlining the ergonomics of ultrasound systems to reduce fatigue and make their operation more intuitive. The iU22 ultrasound system was designed with ergonomics and ease of use in mind with a movable flat panel display, movable control panel, voice control and touch screen (figure 25).

As hospital budgets have tightened, workflow and patient throughput have become major factors in ultrasound system design. Every key press that can be eliminated by either automation or well-designed workflow speeds up the examination and improves productivity.
5.3. Regulatory requirements

Medical ultrasound is a highly regulated industry, especially for acoustic output control. There are three key parameters that ultrasound system output must meet. Mechanical index (MI) regulates the peak negative pressure to minimize the likelihood that the ultrasound will cause cavitation. This parameter is a characteristic of any given pulse from a specific aperture design. Spatial peak temporal average (SPTA) regulates the average power that is deposited at any given location in tissue. Surface temperature (ST) regulates how high the temperature can rise at the skin surface.
Generally B-mode echo is limited by MI, as B-mode imaging typically uses a very short burst for optimum axial resolution. Doppler and colour flow, on the other hand, are typically limited by SPTA or ST, as sensitivity is more of a driving factor than resolution. However, as a practical matter, the limits are not so far apart. Colour pulses are often only two to three times as long as the echo pulse for the equivalent application, yet limited by SPTA, not MI. All transducers produce some heat, increasing the ST of the probe. This can come from absorption in the silicone used for lens material, from heat absorbed by the backing within the transducer, or by the ASICs used in matrix probes. Therefore, SPTA and ST are both average power related and in many cases are very close, so that one or the other may limit output power for any given application.

### 5.4. Pulse compression imaging

One of the many techniques borrowed from radar is coded pulses and pulse compression. All ultrasound system output amplitudes are limited either by regulatory requirements or by internal transmit voltage limitations. Increasing the output power by increasing the burst length degrades axial resolution. This can be avoided by transmitting a coded pulse, such as a frequency-modulated chirp pulse, and performing a matched filter on receive, compressing the received pulse into the autocorrelation function of the transmitted waveform. This allows a long pulse to be transmitted with more energy without sacrificing axial resolution [25–27].

While this sounds appealing, it has its limitations. It can be a powerful technique when the amplitude limit is imposed by transmitter voltage limitations, such as on a portable system. It can also be powerful for ultrasound contrast imaging where the microbubbles are destroyed by high-amplitude ultrasound, requiring very low-transmit voltages. Unfortunately, it provides relatively modest gains for mainstream echo imaging as the burst cannot be lengthened more than a factor of 2 or 3 before encountering the SPTA or thermal limit.

### 6. CURRENT TRENDS IN ULTRASOUND SYSTEMS

#### 6.1. Portable systems

The most visible trend in ultrasound system design is the proliferation of small portable ultrasound systems. While there have been several earlier products they all suffered from incomplete feature sets and/or compromised imaging performance. The rapid increase in processing power and ASIC integration coupled with the development of new battery technologies have allowed the development of handheld and laptop systems with imaging performance nearly equivalent to cart-based systems and battery-powered operating times of 2 h or more. This has allowed ultrasound to find new applications not previously possible for a large cart-based system, such as in emergency departments, ambulances, interventional suites and physicians’ offices. The concept of the ‘ultrasound stethoscope’ has been around for many years, but it has now become a reality. Ultrasound systems with excellent image quality can even be carried around in a physician’s laboratory coat and are becoming an integrated part of patient care (figure 26).

The shrinkage and cost reduction of ultrasound systems have also allowed ultrasound to be used in more remote areas with little previous access to medical imaging technologies. The Imaging the World group is sending physicians with portable ultrasound systems into Africa and other lesser developed areas to provide much needed healthcare to those with little access to it (figure 27). In sub-Saharan Africa, 1 in 16 women die in childbirth, 175 times the rate in the developed world [28]. In remote villages, it may be a 3 day walk to a medical clinic where they can perform a Caesarean section for a breech delivery. If a woman knows she is breech ahead of time, she can get there in time for the Caesarean delivery, but if she does not know until she goes into labour she will most probably die. Ultrasound can play a key life-saving role in that dire situation. Training, education and image transfer then become an important part of the ultrasound ‘system’.

Image compression techniques not only make hospital networked image storage systems possible, they also make possible transfer of images via cellphone. In remote villages, it is more cost-effective to install a cellphone tower than landlines, and cellphone networks can now transmit images from the villages to centrally located medical centres for more trained opinions. This can also include two-way conversations, which can help to ensure that the images are being acquired correctly.

### 7. CONCLUSIONS

Medical ultrasound systems have gone through a revolution in recent years in terms of capabilities as well as dramatically increased access and use. From remarkably detailed three-dimensional views of the heart and other internal organs to availability of basic two-dimensional imaging in remote African villages, the rapid development of ultrasound technology is
expanding its global footprint beyond what could have been conceived even a few years ago. Many of the subsequent articles describe some of the new technologies either recently released or still under development that will undoubtedly maintain ultrasound as an active field of research for the foreseeable future.
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